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PREFACE

The year 1983 marks well over a decade since the publication of the 2nd edition
of this text, and a quarter century since the initial development of PERT and
CPM. During this period, the methodology has matured considerably and the
emphasis on the early "'frills" of these techniqueshasall but disappeared. While
the concepts of PERT probabilities and the elegant time-cost tradeoff of CAM
were useful and helped to create credibility andinterest in these techniques dur-
ing their development and early application, emphasis has shifted towards prob-
lems deemed to be of more importance to practitioners. We have tended to
follow this movement in this third edition of the text. Whilewe have not elimi-
nated the so-called "'frills" we have reduced the space devoted to them some-
what, and have added new material that may improve their applicability.

Since the magjor benefit of network based methods of project planning and
control is the development of the project network itself, the most important
change in this thud edition is the emphasis on node and precedence diagrams
as alternatives to the arrow diagram representation of a project plan. Whilethe
arrow diagram was the mainstay of PERT/CPM and their immediate offsprings
in the 1960s, the 1970s saw a gradual shift towards node diagrams, and more
recently to precedence diagrams. As the reader will learn, thisisa mixed bless-
ing. The enrichment of network logic afforded by precedence diagramming
comes only at the expense of more complex resultsin the scheduling time anal-
ysis computations. We have included in thisedition acomprehensive treatment



of this problem so that the reader can intelligently assessits potential in specific
application areas.

Another topic of increasingimportancein the application of networkmethods
is the scheduling of activities under constraints on resource availablities. This
chapter of the text has been considerably expanded, and updated to reflect the
current methods being used in this area. Finaly, the use of computersin this
field has tended to follow the continued improvement and cost reduction in
computer hardware. The chapter on computer processing has also been ex-
panded and updated.

The basic organization of the chapters remains essentially the same as previous
editions, with Part | basic and Part 1I advanced subjects. The 6 chapters of Part
1 comprise a complete course in the fundamentals of the planning and scheduling
features of critical path methods, including cost control methods and practical
applications. One consistent set of terms and symbolsis used throughout Part I.
Thus, industrial and commercial users of the methods may study only Part | in
preparation for most practical applications. A good two- or three-day training
course for industrial personnel can be based on Part I, with selected portions
from Part 11 as appropriate to the needs of the group.

The material in Part 11 is suitable for more advanced users and college level
courses in departments of management science and business administration, in-
dustrial and systems engineering, and civil engineering. While certain portions
of the text require some statistics and linear programming background, the
prerequisites are generaly satisfied by upper level undergraduate students of
business or engineering.

Of interest to college instructors will be the added exercises at the end of
most chapters, and the inclusion of many problem solutions at the end of the
book.

Joseph J. Moder
Coral Gables, Florida

Cecil R. Phillips
Atlanta, Georgia

Edward W. Davis
Charlottesville, Virginia



NOMENCLATURE

A F= activity (free) float or slack.

a = the "optimistic" performance time estimate used in PERT —the time
which would be bettered only one timein twenty, i.e., the fifth per-
centile (where specifically noted, it will also be used to denote the
zero percentile used in conventional PERT).

b =the " pessmigtic" performance time estimate used in PERT—the time
which would be exceeded only one time in twenty, i.e., the ninety-
fifth percentile (where specifically noted, it will also be used to de-
note the 100 percentile used in conventional PERT).

C'= cost dope for an activity usedin time-cost trade-off procedures.

C4 = direct costs associated with the performance of an activity in timed,
the "' crash™ performance time.

Cp, = direct costs associated with the performance of an activity in time D,
the ""'normal"’ performance time.

d="crash" activity performance time—the minimum time in which the
activity can be performed.

D =""normal'" activity performance time—the one which minimizesthe ac-
tivity direct costs; also used to denote the mean activity performance
time based on asingletime estimate.

E = earliest (expected) event occurrence time.

ES = earliest (expected) activity start time.
EF= earliest (expected) activity finish time.
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F = total path float or slack.

FF=the lead/lag time associated with a finish-to-finish constraint used in
precedence diagramming.

FS = the lead/lag time associated with a finish-to-start constraint used in
precedence diagramming.

L =latest allowable event occurrence time.

LS=latest (allowable) activity start time.
LF=latest (allowable) activity finish time.

m = the ""most likely"" performance time estimate used in PERT—the modal
value of the performance time distribution.

SF= the lead/lag time associated with a start-to-finish constraint used in
precedence diagramming.

SS =the leadflag time associated with a start-to-start constraint used in
precedence diagramming.

f = actual activity performance time, determined after the activity hasac-
tually been completed.

t. = mean activity performance time hased on the three (PERT) time esti-
mates, a, #2, and b.

T =actual occurrence time of a specific network event, determined after
the event has actually occurred.

T, = total (expected) project duration time achieved by using **crash™ ac-
tivity performance times on all critical path activities.

Tp = total (expected) project duration time achieved by using al " normal**
activity performance times.

T = scheduled event occurrence time.

V; = the estimated variance of the actual performance time, z, based on the
PERT formula [(b- @){3.2]2.

(V;)"/* =square root of V,, caled the standard deviation of the actual activity
performance time, t.
Vy =the estimated variance of the actual occurrence time, T, of a specific
network event.
(V)2 = square root of ¥y, called the standard deviation of the actual event oc-
currence time, T.

Z = standard normal deviate, equal to the difference between a random
variable, such as T, and its expected or scheduled time, such as Ty,
dividefd by the standard deviation of the random variable, such as
(Vp)v2.
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INTRODUCTION

Management is a process concerned with the achievement of goals or objectives.

the
manager plans, organizes, staffs, directs, and controls to achieve an objective
with constraints on time, cost, and performance of the end product. Thistext
will deal primarily with these planning and control functions, and only peripher-
dly with organization matters. Planning is the process of preparing for the com-
mitment of resources in the most effective fashion. Controlling is the processof
making events conform to schedules by coordinating the action of all parts of
the organization according to the plan established for attaining the objective. It
can also be said that project management isa blend of art and science: the art of
getting things done through and with people in formally organized groups; and
the science of handling large amounts of data to plan and control so that project
duration and cost are balanced, and excessive and disruptive demands on scarce
resources are avoided. This text will deal primarily with the science of project
management, with occasional excursions into the art when it has a direct rela
tionship with the science.

It is appropriate at this point to elaborate on the term project. A project isa
set of tasks or activities related to the achievement of some planned objective,
normally where the objective is unique or non-repetitive. Thus, a project is usu-
aly distinguished from repetitive or continuous production processes by the
characteristic of uniqueness, or the "one-shot' nature of the objective. How-
ever, the term project will be interpreted quite broadly in this text in order to
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encompass the many possible applications of critical path methods, or network
planning techniques, that have come about since the development of PERT and
CAM in the late fifties. Projects may involve routine procedures, such as the
monthly closing of accounting books. In thiscase, network planning techniques
are useful for detailed analysisand optimization of the operating plan. Usually,
however, these techniques are applied to one-time efforts. Although smilar
work may have been done previoudly, it is not being repeated in the identical
manner on a production basis. Consequently, in order to accomplish the project
god or objective, the manager must plan and schedulelargely on the basisof his
experience with similar projects, applying his judgment to the particular condi-
tions of the project at hand. Duringthe course of the project, he must continu-
aly replan and reschedule because of unexpected progress, delays, or technical
conditions.

Until the advent of critical path methods, there was no generally accepted for-
mal procedure to aid in the management of projects. Each manager had hisown
scheme, which often involved limited use of bar charts—a useful tool in produc-
tion management but inadequate for the complex interrelationships associated
with contemporary project management. The development of network based
planning methodsin thelate fifties provided the basisfor a more formal and gen-
eral approach toward adiscipline of project management. Critical path methods
involve both a graphical portrayal of the interrelationships among the elements
of a project, and an arithmetic procedure which identifies the relative impor-
tance of each element in the over-all schedule. Since their development, critical
path methods have been applied with notable successto research and develop-
ment programs, al types of construction work, equipment and plant mainte-
nance and installation, introduction of new products or servicesor changeovers
to new models, development of major transportation and energy related systems,
strategic long-term planning, management information systems developments,
production planning, emergency planning, and even the production of motion
pictures, conduct of political campaigns, and complex surgery. Accordingto our
definition, all of these activitiesare classed as projects.

In dl of these projects, management is concerned with developing a **good"
(or at least a workable) plan of the activitiesthat make up the project, including
a specification of their interrelationships. Also, management is interested in
scheduling these activities in an acceptable time span, considering the manpower
and other resources required to carry out the program asit progressesin time.
Management is also concerned with monitoring the expenditure of time and
money in carrying out the scheduled program, aswell as the resulting** product'*
quality or performance, for cases where achievement of the project objective(s)
can be measured on a continuous or ordina scale(s). For themost part, critical
path methods have concentrated on the time parameter and to a somewhat lesser
extent on the cost parameter. The performance parameter isamuch more diffi-
cult and varied problem. It will not be treated explicitly in thistext.
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DEVELOPMENT OF THE NETWORK PLAN CONCEPT

The network diagram is essentially an outgrowth of the bar chart which was de-
veloped by Gantt in the context of a World War I military requirement. The bar
chart, which is primarily designed to control the time element of a program, is
depicted in Figure |-la. Here, the bar chart liststhe major activities comprising
a hypothetical project, their scheduled start and finish times, and their current
status. Thestepsfollowed in preparing a bar chart are asfollows:

1. Analyzethe project and specify the basic approach to be used.

2. Break the project down into a reasonable number of activities to be
scheduled.

3. Estimate the time required to perform each activity.

4. Place the activities in sequence of time, taking into account the require-
ments that certain activities must be performed sequentially while others
can be performed simultaneously.

5. If a completion date is specified, the diagram is adjusted until this con-
straint is satisfied.

The primary advantage of the bar chart isthat the plan, schedule, and progress
of the project can dl be portrayed graphically together. Figure |-1ashowsthe
five-activity plan and 15-week schedule, and current status (end of third week)
indicates, for example, that activity B isdlightly behind schedule. In spite of this
important advantage, bar charts have not been too successful onone-time-through
projects with a high engineeringcontent, or projectsof large scope. The reasons
for thisinclude the following:

1. Planning and scheduling are considered simultaneously.

2. The simplicity of the bar-chart precludes showing sufficient detail to en-
able timely detection of schedule dippageson activitieswith relatively long
duration times.

3. The bar-chart does not show explicitly the dependency relationships
among the activities. Hence, it isvery difficult to impute the effects on
project completion of progressdelaysin individual activities.

4. The barchart isessentially a manual-graphical procedure. It isawkward to
set up and maintain for large projects, and it hasa tendency to quickly be-
come outdated and lose its usefulness.

With the above disadvantagesin mind, along with certain events of the mid-
fifties, the stage was set for the development of a network-based project manage-
ment methodology. Some of the notable events were the emergence of general
systems theory and the second generation of large digital computers, and the
initiation of very large and technically demanding programsin weapons systems,
power generation systems, etc. Because of the enormous size of many of these
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Figure 1-1  Comparison of Gann chart, project network, and time-scaled network.
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programs that contain thousands of significant activities, taking place in widely
dispersed locations, something like network-based methodology literally had to
emerge.

The heart of network-based planning methods is a graphical portrayal of the
plan for carrying out the program. Such agraph, called a network, showsthe de-
pendency relationship among the project activities using the smplelogic that all
activities preceding a given activity must be completed before the given activity
may begin. For example, in Figure |-1b, activitiesA-3 and £-1 must both be
completed before E-2 may begin. Activitieswithout predecessors(A4-1,B-1, and
D-1) may begin anytime after the project starts, and when all of the activities
without successors(D-3 and E-2) are completed, the project is complete.

In the project network shownin Figure 1-1b, the lines denote activities which
usually require time, manpower, and facilities to complete. Each activity origi-
nates and terminatesin a unique pair of nodes called events; time flowsfrom the
tail to the head of each arrow. Events denote a point in time; their occurrence
signifiesthe completion of dl activitiesterminating in the event in question. For
example, the occurrence of event 7 signas the completion of activities 3-7
(3~ 7) and 6-7. Dashed line arrows, called dummies, show precedence relation-
ships only; they usually require no time, manpower, etc., to perform. Such a
relationship is shown by activity 7-5. This networking scheme is widely used
today and is called activity-on-arrows, or merely an arrow diagram. Another im-
portant way of networking isto reverse the role of the arrow and the node; the
result is called activity-on-nodes, or anode diagram. Detailed treatment of both
of these schemesof networking will begivenin Part | of thistext.

Figure 1-1b shows the network plan for carrying out this hypothetical project.
It should be noted that planning is separate from scheduling. The latter isini-
tiated by adding estimates of activity duration timesto Figure I-Ib, and deter-
mining the impact of these times on overall project duration. One method of
showing this scheduling step isgiven in Figure 1-1c, where the project plan of
Figure 1-1b is drawn to scae on atime base. It is not too unlike the origina
Gantt bar chart. It clearly illustrates, however, several major differences in the
traditional bar chart and time-scaled network diagrams. First, the network
showsgreater detail. For example, activity D isbroken down into activities D-1,
D-2, and D-3. The second and more important difference isthat the interdepen-
dency of the activities is clearly shown. For example, activity E can start as
soon as activity 8 isfinished; however, the last portion of activity £, denoted by
E-2, cannot begin until activities£-1, 4-3, C, and D-2 are all completed.

In Figure I-Ic, activities A-3,D-2, and E-2 have the last portion of their ar-
rows dashed. Based on the estimated activity duration times, these dashed lines
denote that these activities could be completed prior to the occurrence time of
their succeeding events. For this reason, the paths along which these activities
lie are referred to asslack paths, or paths withfloat time; that is, these paths re-
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quire less time to perform than the time alowed for them. For example, the
estimated time to perform activitiesD-1 and D-2 is2+ 3 =5 weeks, asindicated
on the time scae. However, the time interval between the occurrence of theini-
tial and termina events of this path, i.e., events 0 and 7, is 7 weeks. Thus, we
say that this path has two weeks of ""dack™ or ""float." Now activities 8-1, C,
and D-3 have no dashed portions; the sum of their expected performance times,
15, is the same as the time interval between the occurrence of events 0 and 8.
For this reason, this path is referred to asthecriticalpath; it is the longest path
through the network.

From Figure 1-1cit is easy to see how the third of the abovelisted disadvan-
tages of the bar chart can be overcome. The impact of delaysin completion of
any activity can be easily ascertained. For example, any delaysin activities B-1,
€, and D-3 will result in acorresponding delay in project completion, since they
have no slack. However, delays in activitiesD1 plus D-2 can be up to 2 weeks
before any delay in project completion would result. These concepts are treated
in detail in Chapter 4.

Although the network may be drawn to atime scale, asshown in Figure 1-1c,
the nature of the network concept precludes thisluxury in most applications, at
least in theinitial planning stage. Thus, thelength of the arrow is unimportant.
You can "dide" activities back and forth on a bar chart with ease, because the
dependency relations are not shown explicitly. However, if a network isdrawn
on a time scale, a change in the schedule of one activity will usualy displace a
large number of activities following it, and, hence, may require a considerable
amount of redrawing each time the network is revised or updated. There are
practica applications for time-scaled networks especialy where the network is
closely related to production planning and where scheduling to avoid overload-
ing of labor or facilities is a prime consideration. In these casesthe time-scaling
effort isworthwhile, for it clearly illustrates conflicting requirements.

THE SYSTEMS APPROACH TO PROJECT MANAGEMENT

Cleland and King™* point out the strong influence of general systemstheory, as
it had evolved in the mid-fifties, on the development of network-based project
management methodology. The systems concept ingtills the desire to achieve
overall effectiveness of the organization, in an environment which invariably in-
volves conflicting organizational objectives. A systems-oriented manager realizes
that he can achieve the overall goas of the organization only by viewing the en-
tire system. He must seek to understand and measure departmental interrela
tionships, and to integrate them in a fashion which enables the organization to
efficiently pursueitsgoals. To accomplish this, increasing use is required of ob-
jective scientific analysis in solving decision problems. These methods rely on

Thesenumbersrefer to Referencesgiven at theend of each chapter.
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models—formal abstractions of real world systems—to predict the outcomes of
various available alternatives in complex decision problems. In effect, the sys
tems approach may be viewed here as a logicaly consistent method of reducing
(by network based methods) alarge part of a complex problem to asimple out-
put. This output can be used by a decision maker, in conjunction with other
considerations, to arive at a best decision. It permits him to put aside those
things which are best handled by systemsanaysis, and to focuson those aspects
of the problem which are most deserving of hisindividual attention. In thisway,
the manager is able to get the "'big picture™ inits proper perspective, rather than
requiring him to devote attention to a myriad of minor, seemingly unrelated as-
pects of the total system.

Systems concepts have also brought about changesin the way plans are exe-
cuted. This changeis primarily in organizational structures and the emergence
of the project manager, who must deal with traditional organizational philoso-
phy in avery delicate way. Traditional philosophy is based on a vertical flow of
authority and responsibility relationships, which emphasizesonly partsand seg-
ments of the organization. It does not place sufficient importance on the inter-
relationships and integration of activitiesinvolved in the total array. Indealing
with these problems, the project manager, whose scope of interest and influence
cuts across these traditional vertical lines of authority, has been placed in a(for-
md or informal) matrix form of organization. Theseconceptswill be treated in
Chapter 6 of thistext.

The strong influence of genera systems theory on the evolution of the over-
al network-based methodology of project management can also be seen by an
andogy to systemscontrol theory. Thelatter isillustrated in Figure 1-2a, where
it is applied to controlling the temperature of a room to a prescribed time-
temperature profile, noted as INPUT. The control problem is created by ran-
dom OUTSIDE heat load DISTURBANCES impinging on the room to be con-
trolled, causing deviationsfrom the desired INPUT. Thesedeviationsaredetected
by a thermometer which monitors the state of the system, and transmitsthisin-
formation to the thermostat along the negative feedback loop. The thermostat
sends deviations between the INPUT and the OUTPUT to the controller, which
in turn drives the furnace in a manner to eliminate the undesired temperature
deviations.

The analogy for network-based project management methodology isshownin
Figure 1-2b. The control system INPUT is the network-based project plan, in-
cluding a time and cumulative cost schedule of the project activities. The con-
trol problem here iscreated by random OUTSIDE DISTURBANCESto material
procurements, adrninistrative/technical approvals, personnel and technical prob-
lems, etc. The effects of these disturbances on the project are detected by a
periodic monitoring of activity time and cost statusin the form of field reports.
The latter are used to update the project network to determine the current time
and cost status of the project. Deviationsfrom the INPUT plan are the basisfor
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Random
outside heat
load disturbances

Furnace
AlC

Temperature

sensor Negative feedback loop

(a) Cantrol theory applied to room temperature control

Random outside
disturbances:
procurement delays,
personnel problems,
technical problem.
weather effects |

{b) Network-based project management control methodology

Figure 1-2 Control theory analogy t o network-based project management methodology.

action by the project manager who initiates control decision actions, as needed,
to bring the project back into line. Thisis the basic methodology to be devel-
oped in thistext.

HISTORICAL DEVELOPMENT OF NETWORK-BASED
PROJECT MANAGEMENT METHODOLOGY

As mentioned above, the initiation of large development programsin the 1950s,
along with the simultaneous development of the digital computer and general
systems theory, set the stage for the development of network-based project man-
agement methodology. Actually, it was a rediscovery of proceduresthat can at
least be traced back a half century to a Polish scientist named Karol Adamiecki
(1931).> He developed and published a methodology in afamthat he called
the Harmonygraph. Thisisa90-degree rotated bar chart type graph with averti-
cal time scale, and a column (strip) for each activity in the project. It isillus-
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trated in Figure 1-3, using the same network adopted in Figure 1-1. Note that
the activity strips are ordered so that the predecessors of any given activity will
always be found toitsleft. The activity stripseach contain amovable tab whose
length is proportional to the estimated duration of the activity, and whoseloca
tion along the time scale denotes the scheduled start and finish time for each ac-
tivity. Thus, starting at the first column on theleft in Figure 1-3 and working to
the right, it is easy to schedule each activity so that al time precedence con-
straints are satisfied. Thisis carried out by noting that constraining completion
times of al predecessor activitieswill have already been determined, and will ap-
pear nearby to the left. For example, activity E-2,in Figure 1-3, hasan earliest
alowable start time of 11, since the earliest finish timesof itspredecessors 4-3,
E-1, and Dummy, are 9, 11 and 7, respectively. The largest, or latest, of these
timesis 11, which becomes the earliest allowable start time for activity E-2.

The Harmonygraph is equivalent to an arrow diagram of the project plan, and
hence it could alleviate dl of the shortcomings of the bar chart listed above. By
incorporating diding tabs on each activity strip, it even overcomesthe difficulty
of keeping abar chart up to date. Thesetabsfacilitate the simulation of aterna
tive schedules and network updating to reflect current status deviations from
original schedules.

*The first column or strip represents ACTIVITY A-1, where (4} indicates the estimated time
to perform this activity. The dash in the FROM row indicates that activity A-1 has no pre-
decessor activities, and the A-2in the TO row indicates that it is a successor to A-1.

Figure 1-3 Harmonygraph drawing of the project depicted in Figure 1-1, with all activities
placed at their earliest start times.
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One can only conjecture why this elegant solution to the problem was ig-
nored, and had to be reinvented some years later. First, the author, while de-
veloping a fine methodology, did very little to sdl its merits with impressive ap-
plications. But the most important reason was undoubtedly the timing of the
development; in 1930 it was ahead of itstime by aquarter of acentury.

After these 25 years passed, an explosion occurred ininterest in the problem
of scheduling large projects. Three developments in the U.S. and Great Britain
will be described below. Although they were independent, concurrent studies,
they all based their respectivemethodol ogies on a network representation of the
project plan, such asthat shownin Figure 1-1b. They al essentialy rediscovered
the Harmonygraph in the systems approach age of the computer, and added one
essential feature: They broke away from astrict graphical procedure by adding a
tabular and arithmetic approach to the scheduling process.

The unpublished British development is discussed by Lockyer.” He describes
how the Operational Research Section of the Central Electricity Generating
Board investigated the problem involved with the overhaul of generating plants.
By 1957, they had devised a technique which consisted essentially of identifying
the ""longest irreducible sequence of events' This term was later shortened to
"mgjor segquence,” and corresponds to what we have referred to above as the
critical path. Successive experimental applications of this methodology in the
period 1958-60 resulted in very impressive project duration reductions of 42%
and then 32% of the previousaveragetimes.

While this study was being conducted in Great Britain, two corresponding de-
velopments were taking place in the U.S. They are called PERT and CPM, and
the historical highlightsof each will be given below.

The development of PERT began when the Navy wasfaced with the challenge
of producing the Polarismissile system in record time in 1958. Severa studies™
indicated that there was a great deal to be desired with regard to the time and
cost performance of such projects conducted during the 1950's. These studies
of major military development contracts indicated that actual costswere, on the
average, two to three times the earliest estimated costs, and the project durations
averaged 40 to 50 percent greater than the earliest estimates. Similar studies of
commercial projects indicated average cost and time overruns were 70 and 40
percent, respectively. While many people feel that origina estimates must be
optimistic in order to obtain contracts, a more important reason for these fail-
ures was the lack of adequate project management planning and control tech-
niquesfor large complex projects.

It was recognized that something better was needed in the form of an inte-
grated planning and control system for the PolarisWeapons System program. To
face this challenge, a research team was assembled consisting of representatives
of Lockheed Aircraft Corporation (prime contractor of Polaris), the Navy Spe-
cia Projects Office, and the consulting firm of Booz, Allen and Hamilton. This
research project was designated as PERT, or Program Evaluation Research Task.
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By the time of the first internal project report, PERT had become Project Eva-
uation and Review Technique.® This research team evolved the PERT system
from a consideration of techniques such as Line-of-Bdance,’ Gantt charts, and
milestone reporting systems.

Time was of the essence in the Polaris program, so the research team concen-
trated on planningand controlling thiselement of the program. A major accom-
plishment of the PERT dtatistical procedure is the utilization of probability
theory for managerial decision making. Scheduling systems have, traditionally,
been based upon the idea of a fixed time for each task. In the PERT system
three time estimates are obtained for each activity—an optimistic time, a most
likely time, and a pessimistictime. Thisrangeof times providesa measure of the
uncertainty associated with the actua time required to perform the activity
sometime in the future. With the PERT procedure, it is possible, on the basisof
these estimates, to derivethe probabilitiesthat a project will be completed on or
before a specified schedule date. The mideading notion of a definite time for
the completion of a project, or subproject, can be replaced by statements of the
possible range of times and the probabilities associated with each. Theresultis
a meaningful and potentially useful management tool. By adding to thisinfor-
mation an appraisal of the conseguences of not meeting a scheduled date and the
cost of expediting a project in various ways, management can better plan at the
outset of aproject.

PERT also emphasizes the control phase of project management by various
forms of periodic project status reports. Thework of the original PERT research
team has been extended into the areasof planningand controlling costs,®® and
to alesser degree, into the areasof the performance or quality of the product.'®

CPM (Critical Path Method) grew out of ajoint effort conducted in the period
Dec. 1956-Feb. 1959 by the duPont Company and Remington Rand Univac.*!?
The objective of the CPM research team was to determine how best to reduce
the time required to perform routine plant overhaul, maintenance, and construc-
tion work. In essence, they were interested in determining the optimum trade-
off of time (project duration) and total project cost. Thisobjective amountsto
the determination of the duration of a project which minimizes the sum of the
direct and indirect costs, where, for example, direct costsinclude labor and ma
terials, while indirect costs include the usual items, such as supervision, as well
as''codt" of production timelost dueto plant downtime.

The activitiescomprising thistype of project are characteristically subject to a
relatively small amount of variation compared to the activities of the Polaris pro-
gram. Hence, unlike PERT, CPM treats activity performance timesin a deter-
ministic manner and has as its main feature the ability to arrive at a project
schedulewhich minimizestotal project costs.

The pioneering PERT and CPM groupsdid not know of each other's existence
until early 1959, when the momentum of each effort wastoo great to influence
the other. What has finally emerged from them is essentially a methodology
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smilar to the Harmonygraph, with the addition of tabular computer outputs
that give the start and finish times and dack (float) for each activity, and the
need to sort this output in a variety of ways for different people to use. The
sophisticated time-cost trade-off optimization agorithm of CPM, and the prob-
ability of meeting a schedule feature of PERT redly play a very minor role in
the applications today. However, it isfelt by Kelley,!* one of the pioneers of
CPM, that we might not have CPM or PERT today if it were not for these sophis-
ticated frills. They added that " something extra™ to heighten interest and moti-
vation and, moreimportantly, to enhance credibility. Although it may only bea
spurious correlation, it isinteresting to note that the Harmonygraph lacked such
afrill, and it never madeit in the world of applications.

This brief historical treatment of network based project management meth-
odology is by no means complete. For example, the work of John Fondahl,!*
commencing in 1958 is certainly noteworthy. It deat with anode-diagram ap-
proach to the basic CAM problem. Also, about thistime, the development of the
" method-of-potentials” took placein France. It was based on a network logic
which constrained the szert of one activity to lag a specified amount of time
after the start of its predecessor activity. In asense, thiswasaforerunner to the
development of ** precedence diagramming' which took placein the U S in the
1960s. Other studiesof notewill be cited in subsequent chapters.

SUMMARY OF NETWORK-BASED PROJECT
MANAGEMENT METHODOLOGY

Network-based project management methodology is a dynamic planning and
control procedure, aswasillustrated in Figure 1-2 above. Thisconcept isshown
in embellished form in Figure 1-4, which embodies the following steps, each of
which will be described below:

step 1. Project Planning

sTEP 2. Time and Resource Estimation
sTep 3. Basic Scheduling

STEP 4. Time-cost Trade-offs

STEP 5. Resource Allocation

STEP 6. Project Control

Step 1. ProjectPlanning

The activities making up the project are defined, and their technological depen-
dencies upon one another are shown explicitly in the form of a network dia
gram. Thisstep is shown in box (1) of Figure 1-4, and isthe subject of Chapter
2, Developing the Network. Three aternative methods of networking will be
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S ;mgc%?;g ic\;\.{acl)r duration and resource
specifications 09 estimates
constraints
l ol
. ) — (3} Basic critical PLANNING
'\ggsci'f';gf'gpr:;nigm;v path calculations PHhSE
resource constraints
{7) Management - (4) ResoLtion_ of |
replanning and overall L7 resource 3nd time
resource allocation constraints
No Yes
Is current project Yes (5) Acceptable plan
plan satisfactory? for implementation
1 CONTROL
(6) Periodic status PHASE
reports: elapsed time.
measured progress, =-
resources expended.
money expended, etc.

Figure 1-4 Dynamic network-based planning and control procedure.

taken up, called arrow, node, and precedence diagramming. THi isthe most im-
portant step in the entire PERT/CPM procedure. The disciplined approach of
expressing a plan for carrying out a project in the form of a network accounts
for alarge portion of the benefitsto be derived from PERT/CPM. The develop-
ment of the network is, in asense, the smulation of aternative waysof carrying
out the project. Experience hasshown that it is preferableto make planning er-
rors on paper, rather than in **bricksand mortar.” 1t should aso be added that
if useful results are not obtained from these methods, it is usudly because of
inadequately prepared networks.

Step 2. Time and Resource Estimation

Estimates of the time required to perform each of the network activities are
made; these estimates are basad upon assumed manpower and equipmentrequire-
ments and availability, and other assumptions that may have been madein plan-
ning the project in Step 1 This step is shown in box (2) of Figure 1-4. Single-
time estimation is taken up in Chapter 3. The three-time estimation method
associated with PERT istreated in Chapter 9.
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Step 3. Basic Scheduling

The basic scheduling computations give the earliest and latest allowablestart and
finish times for each activity, and asabyproduct, they identify the critical path
through the network, and indicate the amount of dack or float time associated
with the noncritical paths. This step, shown in box (3) of Figure 1-4, istaken
up in Chapter 4.

Step 4. Time-Cost Trade-offs

If the scheduled time to complete the project asdetermined in Step 3is satisfac-
tory, the project planning and scheduling moves on to a consideration of re-
source constraints in Step 5. However, if oneisinterested in determining the
cost of reducing the project completion time, then time-cost trade-offs of activ-
ity performance times must be considered for those activitieson the critical and
near critical paths. This step, shown in box (4) of Figure 1-4, istaken upin
Chapter 8.

The costs associated with a project can, for certain purposes, be classed as
either direct or indirect. The direct costs typically include the items of direct
labor and materials, or if the work isbeing performed by an "' outside’ company,
the direct costs are taken as the subcontract price. The indirect costs may in-
clude, in addition to supervisionand other customary overhead costs, items such
as the interest charges on the cumulative project investment, and penalty (or
bonus) costs for completing the project after (or before) a specified date. The
time-cost trade-off problem is directed to the task of determining a schedule of
project activities which considers explicitly the indirect as wel as the direct
costs, and attemptsto minimize their sum.

Step 5. Resource Allocation

The feasibility of each schedule must be checked with respect to manpower and
equipment requirements, which may not have been explicitly considered in Step
3. Thisstep, shown in box (4) of Figure 1-4, istaken up in Chapter 7. Therou-
tine scheduling computations of Step 3 determine the dlack along each network
path. Thisindicates where certain activity schedules can be moved forward or
backwards in time without affecting the completion time of the project. This
movement can then be used to arrive at schedules which satisfy outside con-
straints placed on the quantity of resourcesavailable asafunction of time.
Establishing complete feasibility of a specific schedule requires frequent rep-
etition of the basic scheduling computations, as shown by the recycle path from
box (4) to box (3). It may aso require replanning and overall adjustment of re-
sources, as shown by the path from box (4) to box (7). Hence, establishingan



acceptable project plan for implementation may require the performance of a
number of cyclesof Steps 3 and 4, and possibly Steps | and 2 as well.

Step 6. Project Control (Time and Cost)

When the network plan and schedule have been developed to a satisfactory ex-
tent, they are prepared in final form for usein the field. The project iscon-
trolled by checking off progress against the schedule, asindicated in box (6), and
by assigning and scheduling manpower and equipment, and analyzing the effects
of delays. Whenever major changesare required in the schedule, as shown in box
{7), the network is revised accordingly and a new schedule is computed. The
subject of time control istaken up in Chapter 4, and cost control in Chapter 3.

In addition to its value as ameansof planning a project to optimize the time-
cost relationship, the critical path network providesa powerful vehicle for the
control of costs throughout the course of the project. Most cost accounting sys-
tems in industry are functionally-oriented, providing cost data by cost centers
within the company organization rather than by project. By the utilization of
the project network as a basis for project accounting, expenditures may be
coded to apply to the activities, or groupsof activitieswithin a project, thusen-
abling management to monitor the costs as well as the schedule progressof the
work.

Although the theory of network cost control isrelatively simple, it isjust be-
ginning to be employed as a practical supplement to basiccritical path technol-
ogy, primarily because of the necessary involvement in established cost account-
ing procedures, and thefairly recent widespread availability of general computer
programs. Thus, each organization interested in network cost control has been
faced with the inconvenience and expense of developing new accounting proce-
dures and the adoption of appropriate computer programs. |In the mid-60ssev-
eral large agencies of the U.S. Government® required the use of cost control
supplements to basic CPM and PERT requirements, and generalized computer
programs were developed. The U.S. Army Corp of Engineersdtill has this re-
guirement on complex projects. They have not, however, succeeded in making
cost control supplementsaswidely used asthe basicPERT/CPM procedures, but
they did provide some impetus for continued development of cost control sys
tems. Also, as the installation of computers has expanded further in industry,
changes in accounting procedures have become more frequent. Indeed, thisex-
pansion is becoming a necessity in many functionally organized companies that
are experiencing problems of coordinating project activities because of rapid
expansion of the volumeof their work. Much of this has been brought about by
the frequent occurrence of multibillion dollar projects contracted on a cost basis.
Such firms are currently expending a great deal of effort to develop network-
based management information Systemsto alleviatethis problem.



An introduction to the concepts and practical problems of network cost con-
trol is presented in Chapter 5. A discussionof the available computer programs
for al typesof network analysisis contained in Chapter 11.

The basic procedures incorporated in Steps 1 through 6 can be performed, at
least to some extent, by hand. Such methods will be presented in thistext be-
cause they are useful in their own right, and also because they are an excellent
means of introducing the more complex proceduresthat require the use of com-
puters. It is particularly important that one be able to perform, by hand, the
basic critical path calculationsindicated in box (3) of Figure 1-4, sincethisisthe
first step in the evaluation of a proposed network plan for carrying out a project.
A very simple method of hand calculation will be presented in Chapter 4. Hand
methods for theresolution of relatively simpletime and resource constraints will
also be presented; they will then lead into more complex procedures for which
computers are a necessity. Hand and computer methods of preparing periodic
status reports will also be presented. A description of available computer pro-
gramsisgiven in Chapter 11.

USES OF CRITICAL PATH METHODS

Since the successful application of PERT in the Polaris program, and theinitial
success of CAM in the chemical and construction industries, the use and further
development of critical path methods has grown at a rapid rate. The applica
tions of these techniquesnow cover awide spectrum of project types.'s*1¢

Research and development programs range from pure research, applied re-
search, and development to design and production engineering. While PERT is
most useful in the middle of thisspectrum, variations of it have been usedin the
production end of this spectrum. However, overall usage is not as widespread
now as in the 1960s. PERT is not particularly useful in pure research, and in
fact some say it should be avoided here becauseit may tifle ingenuity and imag-
ination, which are the keystonesof successin pure research.

Maintenance and shutdown procedures, an areain which CAM wasinitially de-
veloped, continues to be a most productive area of application of critica path
methods. Construction type projects continue to be the largest individual area
in which these methods are applied. It isextremely useful in thisfield of appli-
cation to beable to evaluate alternate project plansand resource assumptions on
paper rather than in mortar and bricks.

More recent applications of critical path methods include the development
and marketing of new products of al types, including such examples as new
automobile models, food products, computer programs, Broadway plays, and
complex surgical operations.

In addition to an increase in the variety of applications of critical path meth-
ods, they are being extended to answer questions of increasing sophistication.
The important problem of resource constraints has been successfully expanded
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to include multiple resource types associated with multiple projects. Cost con-

trol,

project bidding, and incentive contracting are aso areas where significant

developments are taking place.

ADVANTAGES OF CRITICAL PATH METHODS

It is fitting to close this chapter with an enumeration of the advantagesthat one
might expect from the use of critical path methods in the planning and control-
ling of projects.

1.

Planning Critical path methods first require the establishment of project
objectives and specifications, and then provide a realistic and disciplined
basisfor determining how to attain these objectives, considering pertinent
time and resource constraints. |1t reducesthe risk of overlooking tasks nec-
essary to complete a project, and also it providesa realisticway of carrying
out morelong-rangeand detailed planning of projects, including their coor-
dination at dl levels of management.

. Communication Critica path methods provide a clear, concise, and un-

ambiguous way of documenting and communicating project plans, sched-
ules, and time and cost performance.

. Psychologicd  Critical path methods, if properly developed and applied,

can encourage a team fedling. It is aso very useful in establishinginterim
schedule objectives that are most meaningful to operating personnel, and
in the delineation of responsibilitiesto achieve these scheduled objectives.

. Control Critical path methods facilitate the application of the principle

of management by exception by identifying the most critical elementsin
the plan, focusing management attention on the 10 to 20 per cent of the
project activities that are most constraining on the schedule. 1t continu-
aly defines new schedules, and illustrates the effectsof technical and pro-
cedural changeson the overall schedule.

. Training Critica path methods are useful in training new project mana

gers, and in the indoctrination of other personnel that may be connected
with a project from time to time.
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EXERCISES

Discuss various applications of critical path methods. For example, suppose
you are in charge of the preparation of a proposal for a large and involved
project, or the coming church social, or the preparation of a new college cur-
riculum, or the development of a new product and manufacturing facility.
Would critical path methods be of assistance in these undertakings? If so, in
what ways?

Can you think of any complex projectsin which critical path methodswould
not beof any particular value? Give examplesand discusswhy.



DEVELOPMENT
OF THE
NETWORK

The first step in utilizing critical path methodsisthe identification of al the ac-
tivitiesinvolved in the project and the graphical representation of these activities
in aflow chart or network. Thisstepisusually called the" planningphesg'” be-
cause the identification of the project activities and their interconnections re-
quires a thorough analysisof the project, and many decisionsare made regarding
the resources to be used and the sequence of the variouselements of the project.
In one sensethe network isonly agraphica representation or model of a proj-
ect plan. The plan may have previously existed in some other form—in the
minds of the project supervisors,in a narrative report, or in some form of bar
chart. In practice, however, the preparation of a network usually influencesthe
actual planning decisionsand resultsin a plan that ismore comprehensive, con-
tains more detail, and is often different from the origina thoughts about how
the project should proceed. Thesechangesderivefrom the disciplineof the net-
working process, which requires a greater degree of anaytical thinking about the
project than doesa narrative, a bar chart, or other typesof project descriptions.
Thus, the contruction of the network often becomesan aid to and an integral
part of project planning, rather than an after-the-fact graphical exercise. Indeed,
the planning phase has proven to be the most beneficial part of critical path ap-
plications. In developing a detailed and comprehensive project network, users
often make significant improvements over their original ideas; they do a better
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job of early coordination with suppliers, engineers, managers, subcontractors,
and al the other groups associated with the project; and they end up with a
documented plan that has strong psychologica effects on the future manage-
ment of the project.

One psychological effect of network preparation is that it demonstratesto

but highly significant factor—the initial motivation of the project team—can he
favorably influenced by the networking effort.

The planning phaseis also the most time-consuming and difficult part of most
critical path method applications. Thisis due primarily to the inherent analyti-
cal problems in any project planning effort. One may expect some difficulty in
using the network format at first, but it is soon realized that the network disci-
pline is more of anaid to thinking than it isa set of stringent rulesfor drawinga
chart.

Actually there are only about five rulescommonly used in drawing networks,
and these provide most of the flexibility needed in describing project plans.
(More advanced networking schemes with even greater flexibility are described
in Chapter 10.) The accuracy and usefulness of anetwork is dependent mainly
upon intimate knowledge of the project itself, and upon the general qualities of
judgment and skill of the planning personnel. Skill in using the network tech-
niques can be quickly acquired in only one or two applications. The time re-
quired tolearn to use networks drawn by someone elseiseven less.

This chapter islimited to those basic rules and procedures of network devel-
opment which are required to prepare the first draft of anetwork. In Chapter 3
the addition of time estimates and the development of afinal working draft are
considered, including the problem of obtaining the most useful level of network
detail.

There are severd different graphical schemes used in drawing networks. This
chapter and the rest of Part | will be based upon the most common scheme prac-
ticed among industrial users of critical path methods. Thisisnot necessarily the
Best scheme, however. Two of the other schemes, the node scheme and_prece-
dence diagramming, have much to recommend them, especialy under certain

conditions. Readers who are not limited by contract, the computer programs
available, or other reasons to use a particular schemeare urged to study al of the
schemes, which are presented in this chapter and in Chapter 3. The reader
should then select the scheme best suited to the circumstances. As mentioned
above, inthe application of critical path methodsthe greatest effort and expense
are associated with the preparation of the network. Selection of the most useful
and economical networking schemeis, therefore, worthy of special attention.
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PREPARATION FOR NETWORKING

Some experienced network users will say that al one needsto begin networking
isalarge piece of paper, severa sharp pencils, and alargeeraser. Actualy, there
isa bit more to it than that. Severa general questions need to be raised and
answered before detailed project planning should begin. Among these questions
are:

1. What arethe project objectives?

2. Who will be charged with the various responsibilitiesfor accomplishingthe
project objectives?

3. What organization of resourcesisavailable or required?

4. Wha are the likely information requirements of the variouslevelsof man-
agement to beinvolved in the project?

Of course, these questionsare fundamental to project management and should
not be passed over lightly. In some research and development projects, the de-
velopment of new products, and in other cases, a discussion of the basic objec-
tives of the project can reved disagreements among the key persons involved.
Similarly, open discussions of responsibilities and resources can bring to light
erroneous assumptions or misunderstandings in these areas. Naturaly, it iswell
to resolve these matters before proceeding with networking (and certainly before
beginning the project).

An optiona step in network preparation is the development of alist of work
elements of the project. Such alist can be useful in discussing responsibilities
and resources, as mentioned above, and it can serve as a reference for network-
ing. Although experienced networkers usually forego thelisting of activities, be-
ginnerswith the technique will find that alist ishelpful.

BASIC TERMS

Severd of the most common terms in networking are defined and illustrated
below. Terms associated with scheduling computations are explained in later
chapters.

Definition:

Synonymous with "activity" are “task” and 'Sob.""  In the arrow schemeof net-
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working, activities are graphically represented by arrows, usualy with descrip-
tions and time estimates written along the arrow (Figure 2-1).

Definition:

An arrow representing merely a dependency of one activity upon another is
caled adumry activity. A dummy carriesa zero time estimate. Itisasocalled
a ""dependency arrow.” Dummiesare often represented by dashed-line arrows
(Figure 2-2a) or solid arrows with zero time estimates (Figure 2-2b).

Definition:

The beginning and ending points of activitiesare called events. Theoreticaly,
an event is an instantaneous point in time. Synonymsare"node’ and ** connec-
tor." If an event represents the joint completion of more than one activity, it is
called a "merge’’ event. If an event represents the joint initiation of more than

one activity, it iscalled a ""burst™ event. An event is often represented graphi-
cally by a numbered circle (Figure 2-3), although any geometric figure will serve
the purpose.

Event = Vg BvEL Burst event

Figure 2.3
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Figure 2-4
Definition:

A network is a graphical representation of a project plan, showing the inter-
relationships of the variousactivities. Networksare also called " arrow diagrams™
(Figure 2-4). When the results of time estimates and computations have been
added to anetwork, it may be used asa project schedule.

NETWORK RULES

The few rules of networking based on the arrow scheme may be classified as
those basic to al arrow networking systems, and as those imposed by the use of
computers or tabular methods of critical path computation.

Basic Rules of Network Logic

RULE 1. Before an activity may begin, dl activities preceding it must be com-
pleted. (Activitieswith no predecessors are self-actuating when the
project begins)

RULE 2. Arrows imply logical precedence only. Neither the length of the arrow
nor its" compass" direction on the drawing have any significance. (An
exception to this rule is discussed under "' Timescaed Networks'™
below.)

Additional Rules Imposed By Some Computers or Tabular Methods

RULE 3. Event numbers must not be duplicated in a network.
RULE 4. Any two events may be directly connected by no more than one
activity.
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RULE 5. Networks may have only one initial event (with no predecessor) and
only one terminal event (with no successor).

Rules4 and 5 are not required by al computer programsfor network analysis,
as discussed in the appendix to Chapter 4. Hand computation on the network
doesnot require Rules3, 4, or 5, but the network must not have loops.

EMPHASIS ON LOGIC,
At this point, it should be noted that the construction of a network should be

based on the logical or technica dependencies among the activities. That is, the
activity ""approve shop drawings™ must be preceded by the activity ™ prepare
shop drawings,"" becausethisisthelogical and technically necessary sequence.

A common error in this regard is to introduce activities into the network on
the basis of a sense of time, or a "'fed" for appropriate sequencing. For exam-
ple, in the maintenance of a pipeline the activity ' deactivate lines” might be
placed after " procure pipe'” becauseit isfelt that that isthe right time to deacti-
vate the lines. (Figure 2-5a.) Rather, the deactivation activity should be placed
in the network in the proper technological sequence, such asjust before*remove
old pipe" (Figure 2-5b). Thenin the scheduling process(to be covered in Chap-
ter 4) the best time to initiate the deactivation so asto minimize the down time
on the pipelinescan be determined.

Such emphasis on strict logic is one of the principles of networking intro-
duced by the originators of both CAM and PERT. It isafundamental part of the
networking discipline that causes planners to think about their projectsin a
thorough, analytical manner. In this process old methods of performing similar
projects may be questioned or disregarded, clearing the way for new and perhaps
better approaches.

Application of strict logic aso tends to result in a unique network for a given
set of activities, that is, the network that represents the true technical dependen-
ciesof the project. If a planner introduces his or her persona **fed"* for how a

Procure Deactivate Remove old Install
nine lines pipe new pipe

Figure 2-5a

Procure pipe

s

Deactivate Remove old Install
lines pipe new pipe

Figure 2-5b
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project should proceed, without strict attention to the logical dependencies,
than a subjective network is produced. Subjective networks may go unnoticed
for a while, but when the project gets underway and progress is reported, the
subjective relationships tend to be reveded in embarrassing ways. Activitiesbe-
gin before the network saysit is possible, others are delayed for activities that
are supposed to beindependent, etc. The subjective network thus loses credibil-
ity with the users and may be abandoned early in the updating process.

INTERPRETATION OF RULES

Rules 1 and 2 may be interpreted by means of the portion of a network shown
in Figure 2-6a. According to Rule 1, this diagram states that "*before activity [
can begin, activitiesA, 8, and C must be completed." Note that thisisnot in-
tended to imply that activities A, B, and Cmust be completed simultaneously.
Note also the definition of the events. Event 5 represents the " beginningof
activity A." Event 6, however, means " the completion of activities4, B, and C,
and the beginning of activity D." Because of the multiple meanings of events,
discussion of networksin termsof activitiesisfavored over event-oriented terms.

COMMON PITFALLS

The most common network error involves Rule 1. As an illustration, consider
the diagram of activities A, B, €, and D shown in Figure 2-6a. Suppose that ac-
tivity D depended on the completion of B and C and on the completion of the
first half of A, completing the second haf of A being independent of B, C, and
D. To diagram thissituation correctly, we must divide activity A into two activi-
ties and introduce a dummy activity, as shown in Figure 2-6b. The dummy has
been used here to correct a problem of false dependency; that is, activity D was

Figure 2-6a
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First half of A

Figure 2-6b

only partialy dependent on the activities precedingD. False dependencies rep-
resent the most subtle networking problems and must be guarded against con-
stantly, especialy at merge and burst points. (The problem of fase depen-
dencies is largely avoided in the node scheme of drawing networks, which is
discussed later.)

Another network condition that must be avoided is illustrated in Figure 2-7.
Activities J, F, and K form a foop, which is an indication of faulty logic. The
definition of one or more of the dependency relationshipsis not valid. Activity
J cannot begin until € and X are completed. But K depends on F, which de-
pends on J. ThusJcould never get started because it depends on itself. Loops,
which in practice may occur in a complex network through oversight, may be
remedied by redefining the dependencies to relate them correctly.

SATISFYING COMPUTER RULES

Networking rules 3, 4, and 5 are related to the procedures for coding networks
for computer andysis. Rule 3 involvesanother subtle problem that al computer
programs have in understanding a network. Consider the diagramin Figure 2-8a.
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Figure 2-8a

Figure 2-8b

An attempt to process this situation on a computer would cause it to halt and
print out an indication of loop, for the computer would read event 496 as a
precedent to itself (Figure 2.8b). Therefore, in employing computersit isimpor-
tant to keep track of event numbers used and not used. (Some computer pro-
grams impose the additional restriction that each event number must be larger
than any predecessor number. Such a restriction is cumbersome because it
greatly inhibits network revision and updating; one tends to "'run out of num-
bers" or lose track of the numbersused.

Rule 4 is violated when the condition shown in Figure 2-9 occurs. Activities
A and B may be called duplicateactivities,since acomputer (or tabular method
of computation), using only event numbers for identification, may not be able
to distinguish the two activities, asindicated below:

Network Description Computer Cade

Activity A 6-7
Activity B 6-7
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\N—

Figure 2-10

One remedy callsfor the introduction of a dummy and another event in series
with either activity A or B (Figure 2-10). Now the computer can distinguish be-
tween the activities by their different codes.

Network Description Computer Code
Activity A
Activity B
Dummy

Note that the above solution dees not change the lag ¢ of the network. Nor
would the logic be changed if the dummy had been placed at the other end of 3,
or at either end of A. If the reader feelsthat achangein logic hasoccurred, he
should review the section Interpretation of Rules.

Another way to correct duplicate activitiesisto combine them (Figure 2-11).
This solution is simple and effective, but it may destroy some of the desired de-
tail in the network; the question of detail istreated in Chapter 3.

Another special restriction for computer analysisisRule 5. To accommodate
this requirement it iscommon practice to bringd| "looseends' to asingleinitial
and asingleterminal event in each network, using dummiesif necessary. For ex-
ample, one may wish to network a current project that isaready past theinitial
event. In this case the network would have a number of open ended, paralel
paths at the ""time now™* point. Theselooseendswould be connected to asingle
initial event by meansof dummies, asshownin Figure 2-12.

When methods employing hand computations on the network (or certain
computer programs) are utilized, Rule 3 is not necessary.

Aand B

Figure 2-11
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Figure 2-12

USING DUMMIES EFFICIENTLY

While the need for dummiesin certain caseshas been pointed out, it is preferable
to avoid unnecessary dummies. For example, consider the diagramin Figure
2-13. Evidently, activity D dependson C, B, andA. But the dependency on 4
is clear without the dummy 2-4, which is redundant. Such dummies should be
eliminated to avoid cluttering the network and to simplify computations. (Some
computer services base their charges on the number of activities, including
dummies.)

In other casesit may be necessary to introduce dummiesfor clarity. For ex-
ample, suppose a particular event is considered a milestone in the project, a
point that represents amajor measure of progressin the project. This point may
be assigned a scheduled or target date, which may be noted on the network as
shown in Figure 2-14. However, the ambiguity of events, especially merge or
burst events, can cause confusion about the target date notation. Doesthe date
represent the scheduled completion of activity A, activity B, activities A and B,
or thestart of activity C? In these casesit may be desirableto eliminate the pos-
sible misunderstanding by introducing dummies, asin Figure 2-15. In thisexam-
pleit is now clear that the date refersonly to the completion of activity A. Itis

Figure 2-13
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Figure 2-14

Figure 2-15

emphasized that thisisonly anillustration of the flexibility afforded by judicious
use of dummies, and not arequired practice at merge pointsor at milestones.

ACTIVITY DESCRIPTIONS

Thus far in this chapter, most activitiesin the illustrative diagrams have been de-
scribed by letter codes on the arrows. Thishasbeen done both for convenience
and to emphasize the logic of the network representations. In practice it is
much more common to print several descriptive wordson the arrow. Thisavoids
the need for cross-reference with a separate list of activity descriptors.

The descriptions themselvesmust be unambiguous; they must mean the same
thing to the project manager, the field superintendent, the various subcontrac-
tors, and others expected to use the network. Descriptionsshould aso be brief
and, where possible, should make use of quantitative measures or reference
points. Examplesare shown in the following sample applications.

SAMPLE APPLICATIONS
A Machinery Installation

Consider a project involving the installation of a new machine and training the
operator. Assume that the training of the operator can begin as soon as he is



Developmentof the Network 33

INST/ALL MACHINE INSPECT MACHINE

TRAIN OPERATOR ~__~
Figure 2-16

hired and the machine isinstalled. The training isto startimmediately after in-
stallation and is not to be delayed for inspection of the machine. The inspection
isto be made after the installation is complete. One might attempt to network
this project asshown in Figure 2-16.

However, this network says that the inspection cannot begin until the opera-
tor is hired, which is a false dependency. To correct this representation in the
network a dummy is added, as shownin Figure 2-17.

INSTALL MACHINE = INSPECT MACHINE =

HIRE OPERATOR

Figure 2-17

A Market Survey

Consider now a project to prepare and conduct a market survey. Assume that
the project will begin by planning the survey. After the plan iscompleted, data
collection personnel may be hired, and the survey questionnaire may be de-
signed. After the personnel have been hired and the questionnaire designed, the
personnel may be trained in the use of the questionnaire. Once the question-
naire has been designed, the design staff can select the householdsto besurveyed.

Also, after the questionnaire has been designed it may be printed in volume
for use in the survey. After the households have been selected, the personnel
trained, and the questionnaires printed, the survey can begin. When the survey is
complete the results may be analyzed. This project may be networked as shown
in Figure 2-18. Note that dummy 4-3 isessential, whereasdummy 6-5 isneces-
sary only if acomputer isto be used.
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Figure 2-18

Developmentof a New Product

The network in Figure 2-19 representsa plan for the development and marketing
of a new product, in this case a new computer program." Note that the dummy
57 is used to conform to Rule 4. The dummy 2-4, however, is used to show
that activities4-5 and 4-7 depend on activities 1-2 and 3-4, while activity 2-6 de-
pends only on activity 1-2. Another dummy is shown between events0 and 1;
this dummy is not technically necessary and could have been omitted by com-
bining events 0 and 1. Note also that this network has two critical paths, de-
noted by the heavy activity lines.

NATURAL AND RESOURCE DEPENDENCIES

The network in Figure 2-18 illustrates thefact that there are two typesof activ-
ity dependency. Note that most of the activity dependencies are caused by the
nature of the activities themselves; for example, personnel cannot be trained
until they have been hued, and the questionnaires cannot be usedin the survey
until they have been printed. Such dependencies among activitiesmay be called
natural, and thisisthe most common type of dependency.

Also note, however, that the selection of households is dependent upon the
design of the questionnaire, but only becauseone group of people isassignedto
do both jobs (the ""design staff' in the project description). This staffing limita
tion, and the implication that the design staff could not do both iobs simulta-
neously causesthe two activities to be drawn in series (dependent) rather than

'in pardlel. A dependency o this type isnot "naturd,” but is caused by the
resource limitation. Thus, it may be caled a resource dependegncy. The re-
sourcesinvolved may be personnel, machinery, facilities, funds, or other types of
resources.

Usually it is best to include in the first network draft all resource dependen-
ciesthat are known and firmly established asground rulesfor the project. These
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firm dependencies represent significant factorsin the planning phase of a project
and will often have major effects on the network and resulting schedule. How-
ever, if there is doubt about the number of resources available or how they
should be alocated among the activities, then resource dependencies should be
omitted in the first draft of the network, which would then be based only on
natural logic. In these situationsthe techniquesof resource allocation discussed
in Chapter 7 should be employed.

TIME-SCALED NETWORKS

If a network is plotted on atime scale, similar to a bar chart, the arrows become
vectors that represent time durations as well as project elements. Tie-scaled
networks have an advantage in presenting the schedule for the project to man-
agement personnel or others not familiar with networks. In effect, time-scaled
networks are merely extensions of bar charts.

An example of atime-scaled network isgivenin Figure 2-20. Compareit with
the same project network in Figure 2-18. Note that in the time-scaled version
dashed lines are used not only to represent a dummy but also represent exten-
sions of arrows beyond their estimated time durations. Thus the dashed-line ex-
fensions represent "'float time' on that path, which will be further explainedin
Chapter 4. -

However, time-scaled networks also have some key disadvantages. It isthe
nature of projects to change schedules frequently, almost constantly. Maintain-
ing accurate time-scaled petworks becomes burdensome, especially when nom
pencil-and-paper drawing methods are used. At each updating of the project

Train

Hire personnel ~—. personnel
\ | /|
\ questionnaire
Print
3 - .
questionnaire
1
1 1 | 1 1 | 1 A i 1 |
0 1 2 3 4 5 6 7 B 9 10

Time in weeks

Figure 2-20 Time-scaled network of survey project.
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schedule many future activities have to be redrawn. With networks containing
hundreds or thousands of activities, time-scalingbecomesimpractical. Thisdiffi-
culty can be overcome on smaller networks by the use of special mechanical
charting devices. In general, though, time-scaled networks are worthwhile only
for occasional presentations for upper levelsof management. (See Chapter 6 for
further discussion.)

ACTIVITY-ON-NODE SCHEMES
The graphical method of drawine ___utilized in this chapter is called the

arrow schemein this text. This scheme was introduced in the original publica
tions on the Critical Path Method. Since then the arrow scheme has remained
one of the most common meansof portraying networks. Many or perhaps most
computer programs for CPM and PERT are designed to accept the predecessor-
successor (1-/) event code for activities that are associated with the arrow
scheme.

However, the arrow schemeis by no means the only networking procedure,
nor isit the most efficient one if we judgeefficiency by the number of symbols
required to portray a given number of activities in a network. At least three
other schemes have been conceived and used widely. In this chapter other
schemes are described and evaluated. The individual or organization that hasa
choice of graphic schemes(that is, not limited by contract or customer prefer-
ence) should consider al of them and select the one most suitable to his pur-
poses. In most cases, of course, it will be desirable that the organization stan-
dardize its networks by using only one of the schemesconsistently.

BASIC NODE SCHEME

The complete reverse of the arrow scheme is the node scheme, in which the
nodes represent the activities and the arrows are merely connectors, denoting
precedence relationships. The market survey project in the node format isillus-
trated in Figure 2-21. The principal advantage of the node schemeisthat it

eliminates the need for special dummiesto correct false dependencies. Thisfea
ture makes the scheme more efficient and, more importantly, easier tolearn. In
the arrow and event schemes the most difficult aspect islearning to make the
proper use of dummies. In the node scheme al the arrows are dummies, in ef-
fect, and there are no subtle false dependency problemsrequiring the use of spe-
cia dummies.

One of thefirst proponents of the node scheme and, apparently, itsoriginator
was J. W Fondahl of Stanford University. Professor Fondahl developed anode
format in 1958, amost concurrent with the publication of the first PERT and
CPM reports (see history of networking methods and referencesin Chapter 1).
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Figure 2-21  Survey network, node scheme (shape of node symbol is not significant).

However, the PERT and CPM reports received the earliest public attention and
the arrow format became the most popular scheme during the first decade of
network applications. Most of the computer programs for network analysis
would accept only the arrow {7 -J) notation and logic. Later, in the mid-
seventies, commercial computer software that would accept the node scheme
began to appear. Since then there has been a noticeable shift in popularity to-
ward the node scheme. An informa survey by the authorsin 1981 found that
users of networking methods at that time were about equally divided between
the arrow and node schemes.

PRECEDENCE DIAGRAMMING

An extension of the basic node scheme was first mentioned in Fondahl’s 1961
report (Chapter 1, Reference 14), in which "'lag”" valuesassociated with activity
relationships and "' precedence' matrices were introduced. These concepts
gained further notice in the user's manual for an IBM 1440 computer program
for network processing, published around 1964. One of the principal authors of
that manual wasJ. David Craig.

As an example of how the precedence rules apply, consider the project net-
work in Figure 2-22. Upon reviewing this first draft of the network, let us as-
sume that the management is dissatisfied with the overall duration of 44 weeks
and seeks ways to shorten the time. They find that the timesfor drawingsand
procurement are dictated by some complex iron castings, and that the other
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Drawings _ ,~~, Procurement Fabrication Assembly
21 5 2

Figure 2-22 Firstdraft of network. Total time is 44 weeks.

Design Design Hdwe Procure Fabricate
other hdwe N drawings hdwe =N hdwe
‘ 2 3 )
Procure Fabricate
castings Assemble
3 2

Figure 2-23 Revised network with split activities. Total time is reduced t o 37 wesks.

hardware requires less time to design, prepare drawings, and procure. Thus, al
of the activities except the last one (assembly) may be split to form two essen-
tially paralel paths for the castings and other hardware. Figure 2-23 showsthis
logic, resultingin atotal project time estimate of 37 weeks. The revised network
in Figure 2-23 isconverted to the node scheme in Figure 2-24.

However, assume that under further study it is recognized that the activities
are il not as discrete and separate as implied by the revised networks. In par-
ticular, management notes that the start of drawingson the castings does not
have to wait until al of the castings are designed (4 weeks). Actually the first
couple of castings can be designed in the first week and the drawing work can
begin with these. Likewise, some of the hardware procurement can begin after
the first two weeks of drawing work on the hardware. These factscan affect the
overall project schedule and it may be worthwhile to revise the network siill fur-
ther in order to display the more detailed logic. (As an exercise, the reader may
sketch such afurther revision, using the node scheme))

In order to represent "*overlapping” activitiesof the kind occurringin thisex-
ample, modifications of the node scheme were developed. The modifications
consist of defining precedence relationships among activities, which are illus-
trated in Figure 2-25. In addition, one may specify a''lag time" associated with

Design Design Hdwe Procure Fab.
casungs oth er hdwe dwgs hdwe hadwe
13

Castings Procure Assezmble
dwgs castings -
. 7 21 | 3 | e

Figure 2-24 Revised network—node scheme. Total timeis 37 weeks.
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Figure 2-25a  Finish-to-stan relationship. (Start of B must lag 5 days after the finish of Al

OR [T b B

Figure 2-25b  Start-ta-start relationship. (Start of B must lag 3 days after the start of A}

Figure 2-26¢ Finish-to-finish relationship. (Finish of B must lag 3 days after the finish of
Al

Figure 2-26d Stan-to-finish relationship. {Finish of B must lag 45 days after the start of
Al

Figure 2-25e  Composite start-to-start and finish-to-finish relationships. (Start of B must
lag 2 days after the start of A and the finish of B must lag 2 days after the finish of A.}

any of the precedence relationships. which can be used to account for the over-
lapping times among activities.

The first relationship in Figure 2-25a is the only one alowed in PERT and
CPM with the additiona flexibility that alagtime isallowed. For example, the
start of ** concrete forms stripping™* (activity B), must lag 5 days after the finish
of ""pour concrete’ (activity A). The lag of 5 daysis required in this case to
alow the concrete to cure and strengthen before the formsare removed. {While
the lag times associated with the finish-start constraint are usually zero or posi-
tive, it is possible to use a negative time to alow activity B to start a specified
number of time units before activity A isfinished. However, this same result can
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be achieved without the use of negative lags by using the next type of relation-
ship, start-to-start.)

The second relationship, start-to-start, is also used quite frequently. Suppose
activities A and B are "level ground for concrete dab,"" and ** place mechanical
pipe," respectively. Then the diagram in Figure 2-25b indicates that ** place me-
chanical pipe" may start 3 days after "level ground for concrete dab' starts.
The 3 day lag here isto alow the grading operation to get aconvenient distance
ahead of the piping, which isfollowing behind. Now, if the grading should be in-
terrupted for some reason, it is understood that the piping activity would also be
interrupted. This type of dependency is not shown explicitly in precedence
diagramming, but this does not pose a real problem because field supervisorsare
adept at handling this type of situation without the aid of project networks.

The third relationship, finish-to-finish, is also frequently used. For example,
suppose activity A is "place electrical™ (5 days) and activity B is " complete
wadls" (15 days). Note that it takes 3 days of activity B work to complete the
output from one day of activity A. Therefore the finish of ' complete wals—B"'
must lag behind the firish of " place electrical—A" by 3 days becauseit will take
3 days of wall completion work to handle the last day of electrical work. This
relationship isshown in Figure 2-25c¢.

The fourth relationship shown in Figure 2-25d, start-tofinish, is not fre-
quently used. An example will be taken from the field of automative design to
illustrate that precedence diagramming is not restricted to construction work.
Suppose activity A is'"design power train'" (40 days), and activity B is'design
chassis™ (30 days). The dependency relationship between A and B might be that
the last 20 days of the chassisdesign work depends upon the results that will be
obtained from the first 25 days of power train design work. Thus, 25 days after
the start of the power train, 20 daysisrequired to finish the chassis design. This
implies that the finish of chassisdesign must lag 25+ 20= 45 daysafter the start of
the power train design. Thisisshown in Figure 2-25d by the SF= 45 relationship.

The composite relationship shown in Figure 2-25e is required wherever a se-
ries of activitiesmust follow each other. For example, consider the following se
quential construction tasks:

A—Erect wdl frames

B—Place electrical lines
C-—Attach wall boards
D—finish seamson wall boards

Activity B cannot start until 2 days after A has started, and similarly, B cannot
finish until 2 days after A hasfinished. Thisrelationship isshown specifically in
Figure 2-25e. The lag of 2 days ischosen from experience as a reasonable sepa
ration between the carpenters and electricians. If al four of these taskswork at
the same rate (complete same number of wallsper day), then this same relation-
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Design .
- Hdwe Procure Fabricate
castings dwgs hdwe hdwe
& hdwe 3 13 2
L=2 L=1
Assemble
E——
L=1 Castings Procure Fabricate
- dwygs castings castings
7 21 3
L=2

Figure 2-26 Sample project converted to precedence diagramming network. Total timeis
reduced to 33 weeks.

ship would hold between activitiesB and C and between C and D. It isnot diffi-
cult to visudize the savings in numbers of activities possible with precedence
diagramming in networking a construction type of project. Also,it will be seen
that representing a task by asingleactivity, rather than aseriesof activities, sm-
plifiesproject time and cost control.

Using these " precedencediagramming' rulesin revising the network of Figure
2-24,, the management is able to show the overlapping activitiesin amore accu-
rate way without splitting the activities further, as shown in Figure 2-26. In
fact, there is one less node as compared with Figure 2-24, and it can be shown
that the project duration isfurther reduced to 33 weeks.

It is evident that in some situations precedence diagrammingcan be more effi-
cient than arrow or node schemes. Project managersmay also like the fact that
certain key activities do not have to be split into two or more separate nodes.
In thisexample, the design work can be retained asa singleactivity. Advocates
of precedence diagrammingfeel that it isthuseasier to understand and lesscon-
fusing than splitting activities. However, the method alsointroduces some com-
plexities of its own in the form of connecting arrowswith several different def-
initions, and project time calculations that are not quite asstraightforward asin
arrow or node networks.

The subject of precedence diagramming is covered further in Chapters 3and 4.

SUMMARY

This chapter has been concerned with the trandation of the project planintoa
series of interconnecting activities and events composing a network model of the
plan. A few rules were presented, some being required in order to maintain ac-
curacy and consistency of network interpretation, and othersbeing required by
the nature of data-processing procedures. The rules presented relate to the ar-
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row method of networking. The next chapter continues the development of the
network, including the addition of activity time estimates and the attainment of
the desired level of network detail.
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EXERCISES

1. Review the machinery installation sample network in Figure 2-17 and as
sume that an activity consisting of **schedule inspector' must precede *'in-
spect machine." Add the activity to the network without causing afalse de-
pendency.

2. In Figure 2-27 find at least five errorsor unnecessary symbols. State which
ruleis broken in each case, and suggest how the error might be corrected.

Figure 2-27

3. Giventhe activities and relationshipslisted below, draw an accurate network
with no more than six dummies. Check your results by (1) numbering each
event (do not repeat any numbers) and determining that no activity or
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dummy has the same pair of identification numbers, (2) making sure that
there isonly oneinitial and one terminal event.'

Activity

IOMmMmMOO >

Predecessor

Activity

Ozzgrx<«-—

Predecessor

4. Using the' list of activity dependencies given below, draw an accurate and

economical (minimizing the use of dummies) network.

Activity Depends on Activity

moOITm>

none

Owmwmw>» > >

ZETARCT®

Activity Depends on Activity

I3
F
H

land J
G D, and E

K

L and M

5. Figure 2-28 shows a portion of a network for construction of a multi-story
building. What do the dummies 29-33 and 34-38 represent? Can you find
other dependencies of thistypein the network?

Form cols.

Second floor structure

Pour cals, Cure &

Figure 2-28

First floor inferior
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6. Assume that the following list of activity dependencies iscorrect. The dia-
gram in Figure 2-29, however, does not represent these dependencies prop-
erly. Correct the diagram using only one dummy activity.

Activity Depends on Activity

none
none
A
8and G
Cand D
D
A
E

IOTMOO D>

Figure 2-29

7. Draw a network of the following steam pipe maintenance project. The
project begins by moving the required material and equipment to the site
(5 hours). Then we may erect a scaffold and remove old pipe and valves (3
hours); while this is being done, we may fabricate the new pipe (2 hours).
When the old pipe and vavesareremoved and the new pipe isfabricated, we
can place the new pipe (4 hours). However. the new valves can be placed (1
hour) as soon as the old line is removed. Finally, when everythingisin
place, we can weld and insulate the pipe (5 hours).

%. Consider as a project the servicingof acar at afilling station, including such
normal activities as filling the gas tank, checking theoil, etc. List theactivi-
ties you wish to include, then draw a network of the project. Assume that
there are two people available to service the car and that the gas pump has
an automatic shut-off valve.

In carrying out this exercise, remember that the netwrok should reflect
technological or physical constraints rather than arbitrary decisions on the
order in which the activities are to be carried out. It istherefore suggested
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that you include time estimates for each activity and then redraw your origi-
nal network on a time scale to show the actual order of scheduling each ac-
tivity so asto minimize the time required for two people to servicea car.

A common error in networking is to place the activities in the network ac-
cording to theorder in which you plan to carry them out, rather than in the
order dictated by technological predecessor-successor relationships. Con-
sider the following network.

The network wasdrawn this way because the planner felt that he would not
start activity 7+ until B and ¢ were completed, and also that he would not
start activity E until D was completed. If the true technological require-
ments on activity D are that only A must precede D, and no other activity
depends on activity D, how should this network be drawn?

Using the basic node scheme, draw the networks described in exercises 3, 4,
and 6.



TIME ESTIMATES
AND LEVEL OF
DETAIL

By applying the networking rules presented in Chapter 2, one may develop the
fust draft of the project network. The basic logic of the plan should be estab-
lished by the first draft. The next step isto add time estimates to each activity
and refine the network as needed to display the desired level of detail.

In practice, the processes of time estimation and network refinement are
closely interrelated and are usualy accomplished at the same time. For asone
begins to make time estimates, it is found that certain activities need to be re-
defined, condensed into fewer activities, or expanded into more, in order to
represent the project accurately and at the desired level of detail.

As mentioned in Chapter 1, there are two methods of applying time esti-
mates: the single estimate method and the three estimate method. This chapter
will treat only the single estimate method. The three estimates and their asso-
ciated statistical treatment are considered in detail in Chapter 9. The three esti-
mate procedure may be useful in projects where the time valuesfor each activity
may be uncertain and the estimator wishesto providea range of time vaues.

TIME ESTIMATION IN THE NETWORK CONTEXT
Accuracy of Estimates

One of the most common first reactions of persons beingintroduced to critical
path methodsis that the whole procedure depends upon time estimates made by
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project personnel. Since these estimates are based upon judgment rather than

any "scientific' procedure, it is argued, the resulting CPM or PERT schedules
cannot be any better than schedules derived from bar charts or any other method.

While it istrue that critical path methods depend upon human time estimates,
as dl project planning schemes must, there are some significant differencesin
how the estimates are obtained and in how they are used. Toillustrate these
differences, consider how estimates for project times and costs are usually de-
rived. The processissimilarin most types of industrial or construction projects,
so let us take a familiar example, the construction of a house. A builder's esti-
mate for ahouse may look something like this:

Cost Time
Estimate Estimate
Clearing and grading $ 1,920.00 _
Foundations 5,336.00 _
Framing 7,290.50 _
Approximately
Totd $221,373.58 210 4 Morths

The total cost wasdeveloped from detailed, item-by-item estimates. Thetotal
time, however, was simply a gross estimate based on the builder's experience
with similar projects. Careful attention to costs, of course, is the home builder's
key to obtaining contracts and making a profit. He can afford to be lessaccu-
rate about time estimates because the contracts do not normally have time limi-
tations and the owner isnot as concerned about the exact duration of the project.

But suppose the time were acritical factor, asit oftenisin industrial projects,
and suppose the accuracy of the time estimate were made important to the
builder's profit, through penalty clauses and other means. How could the
builder develop a more accurate estimate of the project duration? We would
expect him to break down the job into its time-consuming elements, to obtain
good time estimates of each element, and to sequence the elementsinto a plan
that would show which elements must be done in series, which in paralld, etc.
In principle we are saying that greater accuracy in time estimation can be de-
veloped in a manner similar to the development of accurate cost estimates—
through detailed, elemental analysis.

Critical path methods provide a disciplined vehicle for making detailed time
estimates, for graphically representing the sequence of project elements, and
for computing schedules for each element. Thus the network format effectively
utilizes more detail than does a bar chart, which is a particular advantage in
the use of time estimates and in schedule andysis. Human knowledge remains
the basicingredient in al methods, but it is how the knowledge is applied that
determines the accuracy and power of the results.
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Who Does the Estimating?

Certainly another key factor in the accuracy of time estimates is who makes
them. A generd rulein this regard is that the most knowledgeable supervisory
person should estimate each activity. This means, for example, that activities
that are the primary responsibility of the electrical subcontractor should be esti-
mated by the subcontractor's manager or supervisor most familiar with the job;
activities of the research department should be estimated by the research super-
visor responsible for and most familiar with the work; and so on. The objective
in obtaining time estimates should be to get the most realistic estimates possible.

It is characteristic of network planningto call meetingsof dl supervisory per-
sonnel at the time-estimating stage and to consider each activity for which they
are responsible. (It isalso desirablefor these personnel to participatein prepara-
tion of the first network draft. Thisisnot alwayspractical, though, if everyone
involved is not familiar with network principles). In addition to the psychologi-
cal advantages mentioned in Chaper 2, the participation of the key members of
the project team has major advantages. Whenever the subcontractors, suppliers,
inspectors representing the customer, etc., meet to discuss a project, the discus-
sion will lead to questions of priorities in certain phases of the work, potential
interference of work crews, definitions of assignments of engineers, and many
other details of planning that might not have been explored until problemsarose
during the project. These discussions often identify and resolve potential prob-
lems before the project begins—rather than tackling them asthey actually occur,
which can result in the corrective action being expensiveor perhapsimpossible.

Here again the network merely serves as a cause for calling the meeting and
as a detailed agenda. Y et these thorough planning sessionsaround a network re-
sult in what is probably the major benefit of critical path methods as practiced
to date. This benefit is the project plan itself, in terms of its validity, itscom-
prehensive scope, and its efficiency in the utilization of time and resources. This
is not to say the reader should stop here. Thereismore to be gained, and many
of the more experienced users are applying critica path methods and related
procedures to advance the science of project management in a variety of ways.
However, it appears that a mgjority of satisfied usersof CPM and PERT have
gotten their money's worth out of the initial network planning effort. Follow-
ing through with the technique in the project control applications, whenever it
isdone, has provided bonus benefits.'

The question of biasor "padding” of time estimatesis, naturally, related to
who makes the estimates and their motivations. It does not necessarily follow
that the most knowledgeable person is also the most objective. It is human
nature to try to provide a time estimate that will be accepted asreasonable but
will not likely cause embarrassment later. Thus, a certain amount of biasisto
be expected in any procedure.



Nevertheless, it is generdly felt by CPM users that the network approach
tends to help reduce the bias to a manageablelevel. Again, the increased de-
tail shown by a network playsauseful role. The smaller the work elements, the
more difficult it is to hide a padded estimate. Indeed, a certain amount of pro-
fessional pride isoften noticeable in the estimator's attitude, whichleads to a de-
gree of optimism in hisfigures. Another factor favoring realistic estimatesis the
recognition that biased figures will tend to make the activitiesinvolvedform the
critical path, thus invoking concentrated attention of management and other
parties engaged in the project on the group responsiblefor those activities.

Research on Time Estimates

Only alimited amount of research on the subject of network time estimation has
been published. One of the moreinteresting studies, by Seelig and Rubin,* com-
pared the results of 48 R & D projects, some of which were “PERTed” and some
of which were not. The authors concluded that the use of PERT definitely did
lead to improvement of schedule performance but had no noticeable effect on
technical performance. Furthermore, they concluded that the improvement in
schedule performance was primarily a result of improvement in communication
among the project managers, which was brought about by the use of the net-
work method.

ESTIMATION METHODS
When to Add Time Estimates

It is best to complete arough draft of the total project network before any time
estimates are added. This procedure is conducive to concentration on thelog ¢
of the activity relationships, which must be accurately established. When the
draft appears to be complete, the time estimates should be added to each activ-
ity. Thisstep will constitute a complete review of the network, and will usually
result in a number of modifications based on the diagrammer's new perspective
of thetotal project network.

As soon as the estimates are completed, a simple hand computation of the
forward pass should be made (this results in the earliest activity start and finish
times, as explained in the next chapter). Thisisan important step, for it may
reveal errors or the need for further refinement before the preparation of the
final working draft of the project network.

Conventional Assumptions

The time estimate to be made for each activity is the mean or average time the
activity should take, and the estimate is called the activity duration. Thisterm
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is employed to imply that elapsed time of the activity expressed in units such
as working days, rather than a measure of effort expressed in units such as
man-days. Units other than working days, such as hours or weeks, may be
utilized, provided the unit chosen is used consistently throughout the network.
Estimates of activity duration do not include uncontrollable contingencies such
as fires, floods, strikes, or legal delays. Nor should safety factors be employed
for such contingencies.

In estimating an activity's duration time, the activity should be considered
independently of activities preceding or succeedingit. For example, one should
not say that a particular activity will take longer than usual because the parts
needed for the activity are expected to be deliveredlate. The delivery should
be a separate activity, for which the time estimate should reflect the realistic
delivery time.

I'tisalso best to assume a normal level of manpower, equipment, or other re-
sources for each activity. Except for known limitations on resources that cause
some activities to be resource dependent (discussed in Chapter 2), donotattempt
to account for possible conflicts between activitiesin parallel that may compete
for the same resources. These conflicts will be dealt with later, after the schedul-
ing computations have been made.

Fixed-Time Activities

Certain project activities require fixed time periods beyond the control of man-
agement. Examplesinclude: legal minimums of 30 or 90 days for advance no-
tice for public hearings or other events, advance deadlines of media for receipt
of advertising copy, technical minimums such as the time to cure concrete or to
transport equipment by ship or barge. Often such activities become part of the
critical path and thus are important factorsin the total project duration.

What can be done about such fixed-time activities? Of course, the most im-
portant step is to recognize these time periods and deadlines early in the plan-
ning phase of the project, so that the preparatory steps are scheduled to avoid
missing the deadlines. Network planning methods help to identify such dead-
linesearly and to plan properly to meet them.

Another consideration is to make sure that as much as possible can be ac-
complished in paralel with fixed-time activities rather than in serieswith them.
This may help reduce the total length of time on the paths containing the fixed
elements. In some cases hard, creative thinking may even uncover waysto re-
duce or eliminate “fixed-time™ activities. For example, anew product advertis-
ing campaign might be restructured to reduce dependence on long lead time
monthly publications, while shifting emphasis to weekly publications, radio
and television spots, or other media that can accept copy on shorter notice.
Considered early enough, even legal and technical limits can be modified some-
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times by redesigning the product or the project procedures, if the schedule im-
peratives warrant such fundamental revisions.

Accounting for the Weather

In construction projects the weather is one of the greatest sources of scheduling
uncertainty. In asingle-estimate system, there are two common approaches for
taking the weather into account.

The first approach is to omit consideration of the weather when estimating
the duration of each activity, and instead, estimate the total effect of weather
on the project's duration. For example, suppose a project's duration is com-
puted to be 200 working days. Consideration is now made of the seasonsin
which the outdoor work will be done, the seasonal temperatures and precipita-
tion in the region, the type of soil, type of construction, and other weather-
related factors. It may be estimated that five weeks would be lost because of
bad weather. Thus the total project duration would be increased to about 225
working days. However, this approach is no different from the usual method
of accounting for the weather in construction estimating. It does not take ad-
vantage of the detailed breakdown of activitiesafforded by the project network.

The second approach involves the consideration of weather effects in making
each activity time estimate. In this approach each activity isevauated astoits
weather sensitivity—excavationwork being sensitive to rain, concrete work sens-
tive to freezing, interior plumbing not weather sensitive, etc. Suppose an ac-
tivity is estimated to require ten man-days, and two men will be placed on the
task; the nomina time estimate will be five working days. The weather sensi-
tivity of this activity, the season, and other weather factors may indicate that
this activity's estimate duration should be increased about 20 per cent. Thus,
the adjusted time estimate is six working days.

Theinitia scheduling calculations may also provide data useful in dealing with
possible weather delays. Activitieswith relatively large amounts of float may be
scheduled early or late in order to avoid bad weather seasons. (The definition
and uses of float are treated in Chapter 4.)

The advantage of this detailed approach to weather adjustments is that it
applies the adjustments to particular portions of the network, which will result
in a more accurate schedule for each activity with reference to calendar dates.
A disadvantage is the need to add more notations to the activity descriptions.
Activity descriptions, including time estimates, must be clearly understood by
all persons expected to work with them. This means that both nominal and
weather-adjusted estimates should be noted on each activity; in some cases, it
is desirable to add the man-day estimate as well. With these notations, on ac-
tivity may appear as in Figure 3-1, where MD = man days, WD = working days.
A legend on the network should explain the notations, including the fact that
the number standing alone represents the weather-adjusted estimate in working
days



Time Estimates and Level of Detail 53

Erect scaffold
{10 MD, 5 WD)
6

Figure 3-1

Accounting for Weekend Activities

The use of working days, whichisacommon time unit in construction projects,
results in computations of project duraticr which assume that no activities pro-
ceed on weekends and holidays. However, thismay beincorrect. For example,
concrete may be cured and buildingsmay be dried out over nonworking days.
In such cases, time estimates in working days tend to result in an overestimate
of the project duration. When activities of thistype are expected to take longer
than 5 calendar days, the overestimate can be corrected to a certain extent by
a suitable adjustment of the working-day estimate. For example, a curing re-
guirement of 6 or 7 days can be estimated as 5 working days (assuming a five-
day work week). A curing requirement of 5 days, however, may actualy take
5 working days, although it would likely run over a weekend and thusconsume
only 3 or 4 working days; in such instances, the estimator should employ the
project network to judge the likelihood of curing over the weekends and adjust
the working day estimate accordingly.

All time estimates in a network must be based on the same number of work-
ing days per week. For activitiesthat will deviatefrom thisstandard, adjustments
must be made in the time estimates similar to the adjustment for curing activities
mentioned above.

Most commercial computer programsfor network processinginclude calendar
dating features which automatically convert working-day schedulesinto calendar
dates, including allowancesfor weekendsand holidays.

ACTIVITY REDEFINITION

Asin networking, the proper application of time estimates depends primarily on
judgment and experience with critical path techniques. Illustrated here are some
of thecommon networking problems uncovered when one is attempting to make
time estimates. In most cases the problems involve activity definitions and the
question of detail. Alternative solutions to each problem are discussed.

Activities in Parallel

In the situation illustrated in Figure 3-2a severa interrelated activities may begin
and end at approximately the same nodes.

Suppose that upon supplying the time estimates, howkver, it isrealized that A
cannot begin until B has been underway for one day, and will not be completed
until one day after B is completed. Furthermore, Ccan be accomplished at any
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Figure 3-Za

time B isgoing on. A practical illustration of interrelationships of this type is
the work prior to pouring a slab of concrete in a building, where the steel, me-
chanical, and electrical trades may begin and end their work at different times,
but during much of the time they are all workingin the same area.

To network situations of this type accurately, using the basic arrow scheme,
we must redefine the activities. We recal that an activity is any portion of the
project that may not begin until other portions are completed. Using the basic
arrow scheme, then, and the conditions prescribed above, we may correct Figure
3-2aasshownin Figure 3-2b.

Note the use of percentages to define activities in thisillustration. Thisis
occasionally a useful device, but frequent use of percentagesis not good prac-
tice. They often represent arbitrary definitions which can lead to misunder-
standings by subcontractors and others involved in interpreting the network.
Where possible, it is better to use physical measures, such as yards of concrete
poured, the number of columnsformed, the specificitems assembled, etc.

Another approach to the correction of the activities-in-parallel problem would
be to condense them into a single activity. However, the single activity should
have a time estimate representing the total time for the completion of al three
activities, a time estimate which is most accurately obtained from a detailed solu-

Figure 3-Zb
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A, B,andC
i

Figure 3-22

tion as given in Figure 3-2b. From thisfigureit is clear that the total time re-
quired for al three activities is 11 days. Thus the condensed activity may be
represented as shown in Figure 3-2c.

Whether 3-2b or 3-2c is the ""best" solution to the problem depends on the
project, the network objectives, the areas of responsibility involved, and other
factors which can be resolved only through the judgment of the project manager.
Thisis essentially the problem of thelevel of detail, which will be discussed fur-
ther. It should be noted here, however, that accuracy and detail are directly
related, and even when less detail is desired in the final draft of the network, it
is often useful in time estimations to sketch certain portions of the network in
greater detail.

Some project management systems use the condensation method shown in
Figure 3-2c in the computerized model of the project, while the supervisorin
the field monitors the actual progress of the work with a hand-processed net-
work in more detail (of thetype shown in Figure 3-2b).

These activities-in-parallel situations, or '*overlapping activities'" occur fre-
guently in construction projectsand in certain other kinds of work. The prece-
dence diagrammingmethod introduced briefly in Chapter 2 is designed especially
for representing overlapping activities and should be considered when these rela
tionships are expected to occur frequently in the project. To compare the
method, let's first illustrate the sample problem in the activity-on-node format.
See Figure 3-2d. |n this case there isnot much differencein network efficiency
or clarity; there are tiil five defined activities.

Now consider the problem represented in a precedence diagram, Figure 3-2e.
(To analyze this network, review the precedence relationships defined and illus-
trated in Figures 2-25 and 2-26) Note that Figure 3-2e shows only the three

Figure 3-2d
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Figure 3-20

basic activities, and their overlapping relationships are displayed by means of
the dependency arrows and lag-time notation. The nai n feature of the prece-
dence notation is that the activities are not subdivided on the network, which
is considered an advantage for readability. However, the dependency relation-
ships are now more involvled. For some people, the precedence diagram may
be more difficult to master. (Comparison of scheduling computations for the
arrow, node, and precedence methods is presented in the next chapter.)

Activities in Series

Let uslook at another problem of network accuracy, this one arisingin a por-
tion of a network in which the activities are drawn in series, as shownin Figure
3-3a. Suppose that upon inspecting this network it was realized that A and B
did not require a total of 17 days. Actualy part of B could begin at least 2
days before A was completed. (Thisissimilar to the previousproblem, since we
are saying that A and B are partly concurrent.) An erroneous diagram of this
type may be corrected in severa ways. One way would be to split A at the point
that B begins (Figure 3-3b). Another way would be to simply absorb the com-
pletion of A in B, making sure that the activity descriptors were clear (Figure
3-3¢). A third way, of course, would be to condense A and 8 (Figure 3-3d).

Figure 3-3a

Begin A Complete A

Figure 3-3b
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Begin A Band completeA

7

Figure 3-3¢

A and B
15

Note that in each of the aternative solutionsillustrated in Figures 3-3b, 3-3c,
and 3-3d, the total elapsed time for A and B is shown correctly as 15 days.
Again, the choice of asolution depends on what one wishesto itlustrate and con-
trol, and on such factors as the magnitude of the timesinvolved and the feasi-
bility of defining the activity segmentsclearly.

Practical Example

The problems discussed above arise repeatedly in practical effortsto draw accu-
rate networks. Therefore, it isworthwhile to review the points madein the form
of a small practical example. Consider the project of preparing a technical re-
port. The mgor activities include the original writing, calculations, and chart
sketches done by an engineer, typing and graphics work done by technical sup
port personnel, and final printing and binding done in the reproduction depart-
ment. The engineer might first draw a network and add time estimates as shown
in Figure 3-4a,

The author's reaction to this network might be that 31 daysistoolong. Her
deadline might be only 28 days away. Looking at her report outline, she may

Draft text Typing & Proof & Print &
graphics correct bind
6 3 2

Figure 3-4a First network of report project. Total project duration is 31 days.

Draft main Draft
Proof &
correct N Print & bind
3 S 2
3 ra

6
Figure 3-4b Revised network Project duration is 26 days.



note that it divideseasly into two parts: (I) the main text and charts, and (2)
the technical appendices. Consulting the typing and graphics departments, she
finds that they can readily handle the report in those two parts. Thus she re-
vised the network as shown in Figure 3-4b. The resulting total time of 26 days
allowsfor 2 daysof errorsin time estimates or unexpected delays.

NETWORK CONDENSATION

In the foregoing illustrations the concepts of condensing and expanding net-
works are introduced for the purposes of improving accuracy, €liminating exces-
sve detail, and to achieve other objectives in the development of the
detailed network. There are also occasionsin which it is desired to produce a
summary network for review by top management, which calsfor the same con-
densation concept illustrated above, except that it is applied on a broad basis
throughout the network, with the purpose of developinga general condensation
and summarization of the project plan. In practice this often meansthat a net-
work of severa hundred activities must be reduced to one of afew dozen activi-
ties, without distortion of the logic, such that a summary picture of the project
may be presented for review by top management, a customer, or other interested
audiences. Consequently, some points related to condensation procedures are
worthy of attention.

In general, a safe muile of condensationisthat groups of activitiesindependent
of other activities may be condensed without distorting the network logic. For
example, consider Figure 3-5a. In this network there are three independent ac-
tivity groups that may be condensed, as shown in Figure 3-5b, Note that some

Figure 3-5a

Figure 3-6b
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Figure 3-6a

activitiesin series have been combined, and in one case two activitiesin parallel,
L and M. were combined. Bur all the dependency relationshipsin the original
diagram il hold. Thisisthe most important point in condensing networks, for
it is very easy to introduce false dependencies. (For a practical example, see
Figure 39

A somewhat different approach to condensation is used by certain computer
routines that perform this function. This approach calls for the designation of
certain key events in the network which are not to be omited in the condensa-
tion procedure. Then dl direct and indirect restraints (groups of activities) be-
tween each pair of key events are reduced to a single restraint (activity). Toil-
lustrate, consider the network of seven activitiesin Figure 3-6a. The triangles
denote the selected key events. Using the condensation process described above,
this network would be reduced to the two activitiesshown in Figure 3-6b,*

This particular procedure is vulnerable to the occurrence of ' pathological
cases,'" in which the number of activities is not reduced or may even be in-
creased. Using the procedure on the network in Figure 3-7a, for example, pro-

Figure 3-7a
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Figure 3-7b

duced the network in Figure 3-7b. However, by selecting key events with this
possibility in mind, one can avoid most pathological cases.

THE LEVEL OF DETAIL

Thus far, comments on the problem of the level of detail in a network have
been associated with questions of accuracy and economy of the presentation.
There are many other factorsinvolved in determining the most appropriate level.
In considering any particular activity or group of activities with regard to ex-
panding, condensing, or eliminating it, the diagrammer may ask himself severd
guestions to guide his decision:

1. Who will use the network, and what are their interests and span of control ?

2. Isit feasibletoexpand the activity into more detail ?

3. Are there separate skills, facilities, or areas of responsibility involved in the
activity, which could be cause for more detail?

4. Will the accuracy of thelogicor thetime estimates be affected by more or
less detail ?

Clearly, these questions are only guidesto the subjective decision that must
be made in each case. Generdly, after working with one or two networks, a
person will develop asensefor the appropriate level of detail.

That there are nofirmrules that may be followed in determininglevel of detail
isillustrated by the following hypothetical case. The project isthe construction
of ahouse. If the network rulesof Chapter 2 are followed, one could prepare a
complete network, as shown in Figure 3-8a, or one could take a more detailed
approach, asindicated in the portion of the network shown in Figure 3-8b.

These appear to be clear examples of too little and too much detail. But sup-
pose the house is one of a hundred identical ones in a large housing project
Three activities per house would thus result in a network of 300activities, plus
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Figure 3-Ba

Figure 3-8b

other activities for roads, utilities, etc. Such a broad network may be very use-
ful in analyzing the over-al length of the project, the most desirable sequence of
construction, and other problems of genera planning. Furthermore, since the
house construction in thiscaseisamatter of mass production, it would be worth-
while to work out the construction schedule for one house in considerable de-
tail, for any bottlenecks in the schedule for one house would cause repeated
delaysin dl houses. Thus the detailed network treatment for a typical house
might well be justified under these conditions. Under most other conditionsthe
approaches illustrated above would indeed represent a useless extreme on the
one hand and an expensive, perhapsimpractical extreme on the other.

Cylieal Networks

In the house building case cited above, it was stated that both detailed and con-
densed networks may be useful if a number of identical houses are to be built.
It may be generally stated that whenever a project involvesa number of cycles of
a group of activities, one should consider (1) developing a detailed network of
the group, (2) condensing the detailed network into a summarized version, and
(3) using the condensed network in the cycles that compromise the total project
network. The purposes of the detailed network are to develop an efficient plan
for the group of activities that will be repeated and to derive accurate time esti-
mates for the condensed version. The purpose of the condensed versionis net-
work economy, since repetition of the detailed network would be costly in draft-
ing time and would unnecessarily complicate and enlarge the total project
network. Project types to which this principle would apply include multistory
buildings, bridges, pilot production of a group of missiles, and a series of re-
search experiments.

An example of the application of detailed and condensed networksin amulti-
story building is shown in Figure 3-9. Here the contractor worked out the de-
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Figure 3-9 Portion of network for eleven-story building project showingdetailed and condensed versions of structural subnetwork. (Courtesy
Floyd D. Traver & Co., Atlanta.)
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tailed network usinga time unit of hoursin order to balance the crewsand mini-
mize delaysin the structural work on a floor. Then the condensed version was
repeated for each floor of the buildingin the total project network.

Figure 3-9 dso illustrates that large, complex networks are sometimes difficult
to read. Thisisnot a trivial matter, since one of the primary purposes of net-
worksisto provide a more readable format for the project plan. An effective ap-
proach to improving network readability isto providelargelabelsfor mgjor sec-
tions of the network. An exampleisshown in Figure 3.10.

ARROW VERSUS PRECEDENCE METHOD

Up to this point we have demonstrated network methods by using the arrow
scheme as the basic tool, then showing how the node and precedence schemes
compare under certain conditions.

One of the more thorough comparisons of arrow and precedence diagramming
was prepared by Keith C. Crandall of the University of California, Berkeley.
Professor Crandall developed an example which we reproduce here, courtesy of
the author and the publisher.?

The basic problem is to pour three consecutive floor dabs in a multifloor
building. The problem regquirements are asfollows:

A. Complete the pour of floor dabs for three floors with the following con-
straints:

1. Complete the floorsin order so that the crew for each activity is shown
to move from one floor to the next, with the exception of pouring
which is described below.

2. Start by placing bottom reinforcing steel. Once adequately underway
with bottom steel, start mechanical and electrical rough-ins. Place the
top reinforcing mesh once therough-insare sufficiently advanced. When
complete allow one day for inspection and pour preparation. The pour
completes the work on a givenfloor.

B. Lead/Lag constraints:

la. Mechanica rough-in can start once the bottom reinforcing is two days
underway.

Ib. Mechanica rough-in can be completed no sooner than one day after
the bottom reinforcing.

2 Electrical rough-in can start three days after bottom reinforcing, yet
cannot be completed until two daysafter bottom reinforcing.

3. Top reinforcing mesh can start once mechanical and electrical rough-ins
are two daysunderway. Top mesh must be completed two days after
the completion of mechanical rough-in and cannot be completed until
the same day as electrical rough-in.
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4. The pours can be overlapped as long as one day of pour has been com-
pleted on the previousfloor.
C. Estimated durationsfor each floor.

1 Bottom reinforcing 5 days
2. Mechanical rough-in 10 days
3. Electrical rough-in 3 days
4. Top mesh 3 days
5. Deay for inspection 1 day

6. Pour 2 days

Let us first prepare an arrow network of this problem, taking just the activi-
ties in the first dab. To illustrate the time relationships more clearly in this
case we first use a time-scaled format with a separate arrow for each activity.
To show the dependency relationships we add dummy arrows labeled to corre-
spond with the lead/lag constraints given in the problem. See Figure3-11 The
fact that some of the dummy arrows must go backward againgt time revealsthat
this time-scaled diagram is not feasible asshown and that several of the activities
will need to be delayed (shifted to the right on the network).

Time 0 2 4 6 g 10 12 14 1|6
] 1 | | 1 1 |
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reinforcing(O -
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3
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Pour
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To pour 2nd floor

Figure 3-11 First floor slab arrow diagram on time scale with some arrows going backward
against time.
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To 2nd floor pour

Figure 3-12 First floor slab arrow diagram on time scale with backward arrows eliminated.
reflectingcorrect early start schedule (14 real activities plus 11 dummies).

Now, let us draw a feasible arrow network, again on a time scde.  Using the
methods described earlier in thischapter, we subdivide the activities as hecessary
in order to properly represent the dependency relationships. The result isFigure
3-12. The backward arrows are eliminated and we have a correct early start
schedule. However, the activities have been subdivided to the extent that the
network has become somewhat complex and tediousto read. It contains 14 real
activitiesand 11 dummies.

Now, let us go back to the original problem statement and network it using
precedence diagramming. Figure 3-13 accomplishes the purpose with 5 activi-
ties and 9 dependency arrows. In thisnotational scheme the dependency arrows
are coded asfollows:

88§ = start-to-start constraint
FF = finish-to-finish constraint
FS = finish-to-start delay
The reader should analyze this network for consistency with the problem

statement and with the arrow diagramin Figure 3-12.
Clearly the precedence diagram is easier to read with respect to the activities
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Bottom

! | Mechanical

rough-in

1st floor

"1 day for inspection

Figure 3-13 First floor slab precedence diagram. {5 real activities plus 9 dependencies)
conventional dependency artwork.

themselves, as compared with the subdivided activitiesin the arrow diagram of
Figure 3-12. However, the dependency relationships in the precedence scheme
are more complex and may be more difficult tounderstand in practice.

In selecting which networking format to employ, one should consider the
types of activity relationshipsinvolved in the projects beingconsidered, the peo-
ple who will be reading the networks, and the computational methods available
(covered in Chapters4 and 11).

SUMMARY

Although the preparation of the network is only the first phase in applications
of critical path methods, many users have reported that the greatest benefits
from the critical path conceptsare derived from this phasealone. They felt that
preparing the network caused them to think through the project in amore com-
plete manner than ever before, forcing them to do a more thorough job of ad-
vanced planning. However, a great deal of useful information isincluded in the
completed network, and the proper processingand utilization of thisinforma-
tion as described in the following chapters can bringimportant additional bene-
fits not only to the project manager but also to the subcontractors and al other
groups engaged in the project effort.
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EXERCISES

1. Redraw the network in Figure 3-4b, using an activity-on-nodescheme. What

2.

advantages and disadvantages of the node scheme doyou seein thisexample?
Redraw the detailed network of typical floor shown as part of Figure 3-9,
using an activity-on-node scheme. Then condense the network into a node
format containing 12 or fewer activities. Compare with the condensed ver-
sionin Figure 3-9.

Condense the network in Figure 3-14 to 10 activities or less, without dis-
torting the dependency relationships.
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Figure 3-15

. Condense the network in Figure 3-15 without distorting thelogic.

. Considering Chapters 2 and 3 only, and the initial planning phase of projects
(prior to scheduling computations), what planning techniques can reason-
ably be used to shorten the total project duration?

Considering only the materia covered in Chapters 2 and 3, list the waysin
which network methods can be used to improve communications among
project personnel, including management, supervisors, subcontractors, sup-
pliers, and the owner or end-user of the project results.

. Some persons who supervise part of the work in a project, such as depart-
ment heads or subcontractors, may inflate their time estimates somewhat
in order to more easily stay on schedule and reduce attention and pressure
by the general manager of the project. How will the use of network methods
and scheduling computations tend to cause this tactic to boomerang?

. The network shown in Figure 3-16 isan early application of critica path

methods by the Pure Oil Company, which was published in 1963.* Review

the network and answer the following questions:

a Assuming a computer was used to process this network, could any of
the dummies be eliminated without distortingthelogic of the network?

b. If hand computations are used, which dummies could be eliminated?

¢ What do you suppose the diagrammer accomplishes by the use of the
"activity reference number'' ?

d. Note that the delivery of certain items, such as truck rack equipment
(activities 11-27, 11-28), are included in the network. Why do you sup-
pose the diagrammer did not include the delivery of all items, such as
concrete, pumps YP-1 and YP-2 (activities13-16, 14-15), and insulation
(activities 36-37, 77-78), etc?

e. How could the readability of this network beimproved?
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9.

10.
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Discuss how the level of detail used in a network may beinfluenced by the
purpose and readership of the network. Consider the viewpoints of differ-
ent levels of management, such as; the project superintendent for ahigh-rise
office building; the president of a television manufacturing firm that is
about to introduce a new unit for the retail market; a subcontractor for
computer programming in a two-year project to develop a management in-
formation system for a major bank.

Figures 3-12 and 3-13 are networks of the first slab of construction problem
defined by Crandall. Extend the network to include the second and thud
slabs, using (a) the arrow method and (b) procedence diagramming.



BASIC SCHEDULING
COMPUTATIONS

At this stage in the application of critical path methods, the project network
plan has been completed and the mean performance times have been estimated
for each activity. We now consider the questions of how long the project isex-
pected to take and when each activity may be scheduled. Answersto these ques-
tions are inferred from the network logic and the estimated durations of the
individual activities. These estimates may be based on asingletime value, asde-
scribed in Chapter 3, which isbasicaly the original CPM procedure, or it may be
based on a system of three time estimates, asdescribed in Chapter 9, which deals
with PERT, the statistical approach to project planning. Regardlessof which
estimation procedure is used, the scheduling computations described in this
chapter are the same, since they deal only with the estimates of the mean activ-
ity duration time. Since network logicis the underlying basisof these computa-
tions, different procedures are required for arrow and precedence diagrams. It
will be seen that the more extensive nature of precedence diagramming logic
leads to a more involved computational procedure. An understanding of these
basic scheduling computations is essential to proper interpretation of computer
outputs, and also to enable one to carry them out by hand when the occasion
demands. Readers interested in a more rigorous agorithmic formulation of
these computational procedures, essential to writing computer programs, are re-
ferred to Appendix 4-1 at theend of thischapter.

All basic scheduling computations first involve aforward and then a backward
pass through the network. Based on a specified project start time, the forward
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pess computations proceed sequentially from the beginning to the end of the
‘project giving the earliest (expected) starr end finish times for each activity, and,
for arrow diagrams, the earliest (expecred) occurrencetime for each event. The
modifier " expected' is sometimes used to remind the reader that these are esti-
mated average occurrence times. The actual times, known only after the various
activities are completed, may differ from these expected times because of devia-
tionsin the actual and esfimated activity performance times.

By the specification of the latest allowable occurrence time for the comple-
tion of the project, the backward pass computations also proceed sequentialy
from the end to the beginning of the project. They give the latest allowable start
and finish times for each activity, and, for arrow diagrams, the latest afiowable
occurrence time for each event. After the forward and backward pass computa-
tions are completed, the float (or dack) can be computed for each activity, and
the critical and subcritical paths through the network determined.

As mentioned in Chapter 3, it is often appropriate to adopt one working day
as the unit of time, so that the network computations are madein working days,
beginning with zero as the starting time of the initial project event. The conver-
sion of these computational resultsto calendar dates merely requires the modifi-
cation of a calendar wherein the working days are numbered consecutively from
a prescribed calendar date for the start of the project. This procedureis dis
cussed further in Chapter 11. For convenience, this chapter will use elapsed
working days for discussion purposes; it should be understood, of course, that
other time units than working days may be used with no changesin the compu-
tation procedures. In addition, it is assumed at the start that the project begins
at time zero and hasonly oneinitial and terminal event. These assumptions will
be relaxed | ater in this chapter.

The basic scheduling computations are also termed "*time-only"* procedures
because resource limitations are not explicitly considered, unlessof course, they
are built into the network logic. The effect of resourcelimitationson actua ac-
tivity schedules will be considered in Chapter 7 which deals with this specific
problem.

COMPUTATION NOMENCLATURE—ARROW DIAGRAMS

The following nomenclature will be used in the formulas and discussion which
describe the various scheduling computations; for brevity, the modifier ""ex-
pected" has been omitted from al of these definitions of time and float. Also,
these definitions and subsequent formulas will be given in termsof an arbitrary
activity designed as (i - j),i.e., an activity with predecessor event i, and successor
event j.

Dj; = estimate of the mean duration time for activity (i - j)
F; = earliest occurrence time for event i
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L; =latest allowable occurrence time for event i
ES;; = earliest start time for activity (i - 7}
EFy; = earliest finish time for activity (i - /)
LS;; =latest allowablestart time for activity (i - /)
LFy =latest alowablefinish time for activity (i - /)
F; = total path float (or slack) time for activity (f - /)
AFy; =activity (free) float (or slack) timefor activity (i - j)
Ts = scheduled time for the completion of a project or the occurrence of
certain key eventsin a project.

FORWARD PASS COMPUTATIONS

To compute the earliest start andfinish timesfor each activity in the project, the
Jorward pass computations are initiated by assigning an arbitrary earliest start
time to the (sngle) initial project event. A valueof zeroisusualy used for this
start time since subsequent earliest times can then be interpreted asthe project
duration up to the point in question. The computations then proceed by assum-
ing that each activity startsassoon aspossible, i.e., assoon asall of its predeces-
sor activitiesare completed. These rulesare summarized below.

Forward Pass Rules—Computation of Early Start and Finish Times

RULE 1. Theinitia project event is assumed to occur at time zero. Letting the
initial event be denoted by |, thiscan be written as:

RULE 2. All activitiesare assumed to start assoon as possible, that is, assoon as
all of their predecessor activitiesare completed. For an arbitrary activ-
ity (i - /) thiscan be written as:

ES;; = Maximum of EF’s of activitiesimmediately preceding activity
(i - j), i.e., adl activitiesending at node i

RULE 3. The early finish time of an activity ismerely the sum of itsearly start
time and the estimated activity duration. For an arbitrary activity
(i - 7) thiscan be written as:

EF,]' = ES?I + Dij

The above rules are applied to the smple network shown in Figure 4-la. In
the forward passsection, Figure4-1b, theinitial project event 1 isplaced at 0 on
the time scale according to the first rule. Starting with £y =0, the early start
time of activity 1-2is0, and the early finish time by Rule 3ismerely
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{a) Basic network with activity duration times

Elapsed working days

Figure 4-1 Example of forward and backward pass calculationsfor a simple network.

The early start and finish timesof activities 2-3, 3-5, 2-4, and 4-5 are determined
similarly, in that order. Proper sequencing of the activities so that the EF’s of
al predecessor activities will be available when computing £5s of any follower
activity (use of Rule 2) iseasily handled in hand computation on networks by
working aong each path as far as possible, and then ""back tracking™ to a new
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path that is then ready for computation. Specia procedures required for tabular
computations, or the development of computer algorithms is taken up in Ap-
pendix 4-1.

The crux of the forward pass computations occurs at the merge event 5,
where it is necessary to consider the early finish timesfor predecessor activities
3-5and 4-5 to determine the early start time for activity 5-6, i.e.,

ES; ¢ =Maximum of (EF; s =9and EF4 5 =7)=9

Finaly, the early finish time of the final network activity is

Thus, the early expected finish time for the entire project, corresponding to
the earliest occurrence time of the project terminal event 6, isdenoted by Es =
EF =12

The forward pass network in Figure 4-1b has been drawn to scale on a time
base, not only as a convenient means of showing the earliest start and finish
timesfor each activity, but also to show the longest path through the network.
This graphical procedure is introduced here for illustrative purposes, but is not
practical for routine hand application. In Figure 4-1b, activities 1-2-3-5-6 form
the longest path of 2 t 4 + 3+ 3 = 12 days duration. The path consisting of ac-
tivities 2-4-5 has two days of total path float, as will be discussed below; this
path float isindicated by the dashed portion of the activity 4-5 arrow.

BACKWARD PASS COMPUTATIONS

The purpose of the backward pass is to compute the latest allowable start and
finish timesfor each activity. Theseconputationsare precisely a" mirror image'
of the forward pass computations. First, the term "latest allowable™ isused in
the sense that the project terminal event must occur on or before some arbi-
trarily scheduled time, which will be denoted by T5. Thus, the backward pass
computations areinitiated by specifyingavauefor T. If no scheduled date for
the completion of the project is specified, then the convention of setting the
|atest allowable time for the terminal event equal to its earliest time, determined
in the forward pass computation, is usualy followed, ie., L =E for the termi-
na event of the project. Thiswasfollowed in the initial development of CPM,
and will henceforth be referred to as the zerazslack convention, or_zero-float
convention.

One result of using thisconvention isthat the float along the critical path(s) is
zero, while the float along dl other pathsis positive. When an arbitrary sched-
uled date is used for the project terminal event, the float along the critical path
may be positive, zero, or negative, depending on whether T is greater than,
equa to, or less than, respectively, the earliest occurrence time for the terminal
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event. The zero-float convention has an additional useful property in that the
Iztest allowable activity finish timegives the time to which the completion of an
activity can be delayed without directly causing any increasein the total timeto
complete the project.

The zero-float convention is adopted in the illustrative example shown in Fig-
ure 4-lc, where the terminal event 6 isplaced at time 12,i.e.,Lg = £ = 12. The
latest allowable finish time for activities other than the final activity(s) are then
determined from network logic, which dictates that an activity must be com-
pleted before its successor activitiesare started. Thus, thelatest allowable finish
time for an activity isthe smallest, or earliest, of the latest allowablestart times
of its successor activities. Finally, the latest allowable start time for an activity
is merely its latest alowablefinish time minusits duration time. Theserulesare
summarized below.

Backward Pass Rules—Computation of Latest Allowable
Start and Finish Times

RULE 1. The latest allowable fmish time for the project terminal event (t)isset
equal to either an arbitrary scheduled completion time for the project,
Tg, or else equal to its earliest occurrence time computed in the for-
ward pass computations.

RULE 2. Thelatest alowable finish time for an arbitrary activity (i - /) isequa
to the smallest, or earliest, of the latest allowablestart times of its suc-
cessor activities.

LF; =Minimum of LS’s of activitiesdirectly following
activity (i - /)

RULE 3. Thelatest allowable start timefor an arbitrary activity (i - j) ismerely
its latest allowable finish time minus the estimated activity duration
time.

LS,-]' = LF,']' - .D,-]-

These rules are applied in Figure 4-1c labeled Backward Pass. Statiig with
the final project event 6, we seethat according to the zero-float convention, it is
placed at time 12 which isthe earliest time for event 6 computed in the forward
pass calculations.

We next compute the latest allowable start time of activity 5-6 by applying
rule 3,i.e., LS5 ¢ =LFs ¢ - Dg o =12 - 3=9. The crux of backward pass com-
putations occurs at the burst event 2. Here, the computation of the latest allow-
able finish time of activity 1-2 requires consideration of itstwo successor activi-
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ties. Applying rule 2 abovewe obtain
LFy ; =Minimum of (LS, ; =2and LS, 4 =4) = 2

Finally, we obtain LS, , =LF, , - D, , =2-2=0. Thisresultcanbeusedas
a check on the computations when the zero-float convention is followed. [f
Ls =FE4 =12 for the terminal event, thenL, =E, = 0 must result for the initia
event.

DEFINITION AND INTERPRETATION OF FLOAT (SLACK)

Among the many types of float defined in the literature, two are of most value
and are stressed in thistext; they are called total path float, or simply path float,
and activity free float, or simply activity float. Path float and activity float are
aso referred to by some authors as total slack and free slack, their definitions
being identical to those given below.

Path Float—Total Float

Definition:

Path float, as the name implies, is the totalfloat associated with a path. For
a particular path activity, say 7, it is equal to the difference between itsearliest
and latest allowable start or finish times. Thus, for activity (i - f), the path float
isgiven by

Assume the zero-float convention isfollowed, i.e., let L, = E; for the terminal
event. Then the path float denotes the amount of time (number of working
days) by which the actual completion time of an activity on the path in question
can exceed its earliest completion time without affecting the earliest start or
occurrence time of any activity or event on the network critical path. Thisis
equivalent to not causing any delay in the completion of the project. For exam-
ple, in Figure4-Ic the path float for activities 2-4 and 4-5 istwo days. Thus, the
dack path (2-4-5) istwo daysaway from becomingcritical. Now, suppose activ-
ity 2-4 ""dips"' by starting a day late or taking a day longer to complete than
originaly estimated. The result is that its completion time occurs at the end of
the fifth day instead of the fourth day, and the path float for the remainder of
this slack path isthereby reduced by one day. That is, the path float for activity
4-5 isreduced from two to one day. But note that this dippage does not effect
the earliest times for any critical path activity or event. Also note that if the
total dippage along the dack path 2-4-5 exceeds its path float of two days,
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then the critical path is affected, and the duration of the project isincreased
accordingly.

There is a subtle difference in the interpretation of pathfl oat when the zero-
float convention of letting L, = £, for the terminal event isnot followed. Con-
sider Figure 4-1d where £, =12 but L ,=Tg = 14. Here, activity 2-4 hasapath
float of four days;it can slip up to this amount without causing the project com-
pletion to exceed its scheduled time of 14 days. However, a dippage of four
days will cause the early start time of the critical path event 5 to dip by two
days, and hence delay the completion of the project, but only up to its sched-
uled completion time of 14.

Activity Float—Free Float

Merge point activities that are the last activity on a dack path (activity 4-5 in
Fig. 4-1) have what is called activity float, sometimes called free float. The
name followsfrom thefact that the specific activity isfree to use thisfloat with-
out effecting any other activity timesin the network. Thisfloat concept isnot
widely used, but it will be defined below and discussed briefly.

Definition:

Activity float is equal to the earliest start time of the activity's successor
activity(s) minus the earliest finish time of the activity in question. Thus, for
activity {7 - i), the activity float isgiven asfollows, where; - k denotes a succes-
sor to the activity in question.

Activity float isequal to the amount of time that the activity completion time
can be delayed without affecting the earliest start or occurrence time of any

other activity or event in the network.

In a sense, activity float is" owned" by an individua activity, whereas path or
total float isshared by all activitiesalong aslack path, T

Again consider the sack path 2-4-5 in Figure 4-1, and assume the zero-float
convention is used. The last activity on thispath, 4-5, hasboth apathfloat and
an activity float of two days. If it dipsby an amount of up to two days, no
other network activity or event timesare affected. However, thisis not true for
activity 2-4 which has no activity float. Here, any dippage is immediately re-
flected in a corresponding delay in the early start time of its successor activity,
4-5. Thus, when we say that activity 4-5 hasan activity float and apath float of
two days, we are assuming that its predecessor will be completed by its early
finish time.




80 | / Basic Topics

CRITICAL PATH IDENTIFICATION

Now that the concept of float has been described, the critical path through a
network will be formally defined as follows.

Definition:

The critical path is the one with the least path float. 1f the zero-float conven-
tion of letting L; = E; for the terminal network event is followed, the critical
path will have zero float; otherwise, the float on the critical path may be positive
or negative. If the network has single initial and terminal events and no sched-
uled times are imposed on intermediate network events, then thecritical path is
also the longest path through the network.

For the network in Figure 4-1c, the critical path, the one with least path float,
is 1-2-3-5-6. It is also the longest path through the network in this case. Itsdu-
ration isegual to 12 days, and it haszero path float since the convention of let-
tingLs =£¢ =12 wasfollowed.

To illustrate the case where the zero float convention is not followed, it has
been assumed in Figure 4-1d that the scheduled completion time of the project
is 14 working days, i.e., Ls = Tg = 14. Inthiscase, we see that the critical path
remains the same, i.e., 1-2-3-5-6, since it is still the path with least path float.
However, the float along the critical path is now positive, that is, two days, while
the float along the dack path 2-4-5 isnow four days. In thiscase, adippage up
to two days along the critical path will cause the critical path eventsto dip a
corresponding amount. However, the critical path activities will not dlip beyond
their latest allowable start and finish times, and in particular, the project end
event 6 will not dlip past its scheduled completion time of Ty = 14 days.

OTHER TYPES OF FLOAT

Battersby' definesa third type of float caled interfering float, asthe path float
minus the activity floar, or total float minusfreefloat. For an arbitrary activity
(i - ), thiscan be written as:

For Figure 4-Ic, the activities on the dack path (2-4-5) have the float values
shown in Table 4-1. The interpretation followsfrom the name. Activity 2-4 has
both path and interfering float of two days; if it usesitsfloat, it ""interferes,"" by
this amount, with the early times for the down path activity, 4-5. However, ac-
tivity 4-5 has no interferingfloat, but rather it has both path float and activity
(free) float of two days (assuming, of course, that activity 2-4 iscompleted at its
early finish time). Activity 4-5 can useits activizy float of two dayswithout *'in-
terfering™ with any other activity or event timesin the network.
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Table 4-1. Float Values for Slack Path
(2-48) in Figure 4-Ic

Float Type
Activity Path Activity Interfering
2-4 2 0 2
4-5 2 2 0

Battersby also defines independent float, which occurs only rarely in typical
networks. Itistheamount of float which an activity will always possessno mat-
ter how early or late it or its predecessors and successorsare. Itisfound by as-
suming a worst case situation. That is, all predecessorsend as late as possible
and successorsstart as early as possible. If this time interval exceeds the dura-
tion of the activity in question, theexcessiscalled independent float. It isillus
trated in Figure 4-2, where it can be seen that activity 2-4 has an independent

la)

Early start schedule

~Path float = activity float = 4
For activity 2-4

Path float=L, —EF,_, =8—-4=4
Activity float=E, — EF, , =8 —4=4
Interfering float =4 —4=0
Successor (4-5) ES=8

(b} Predecessor {1-2} LF =3

Duration [2-4]) = 2

Independent float=E; — L, — D,_,

Late start schedule
— =8§-3-2=3

_- Independent float = 3

{c)

Figure4-2 Network illustrating independent float.



float of 3days. For an arbitrary activity (i - j),thiscan be written as.

The interpretation is that it has this float " independent'* of any dippage of pre-
decessor activity 1-2, and any allowable start time of successor activity 4-5. In
contrast to this, activity 4-5in Table 4-1, has no independent float and hence
its float of 2 daysisnot "independent’* of any dippage of its predecessor activ-
ity 2-4.

Critical path computer packagesawayslist path (or total) float for each activ-
ity, they occasionaly list activity (or free) float, and to the best of our knowl-
edge, they never list any other forms of float. That isnot to say that they have
no utility, e.g., in tasks such as resource scheduling, or computerized bar chart-
ing. However, these other forms of float are currently judged to be very margi-
nal, and are not utilized in thistext.

USE OF SPECIAL SYMBOLS IN SCHEDULING COMPUTATIONS

Although there are a number of obviousadvantagesto having the network drawn
to scaleon atime base asshown in Figure 4-1, the disadvantagesof doing this by
hand, notably the inflexibility to incorporating network changes, preclude the
genera use of this procedure. |t has been found best in practice not to attach
any specia significance to the length of the network arrows, but rather to de-
note the various activity and event times of interest by numerical entries placed
directly on the network. As an aid to making the scheduling computations
which give these numerical entries, and to display them in an orderly fashion so
that they can be easily interpreted, the authors have developed a system incor-
porating specia symbols.® These symbols provide spaceson arrowsand in event
nodes for recording computed times. The spacesare located logicaly to bring
activity earliest finish (and latest allowablestart) timesclosetogether and thereby
facilitate the computation of earliest expected (and latest allowable) event times.
These symbols are used throughout this text to make it easier for the reader to
follow. In practice, however, the authors omit the enclosures for LSy, Fy, and
EFy, shown in Figure 4-3a; these numbers are merely written above asingleline
activity arrow in the appropriate position.

The event identification number is placed in the upper quadrant of the node,
as shown in Figure 4-3a. The earliest event occurrence time, £, whichisequal
to the earliest start time (ESy;) for activity i - /, is placed in theleft hand quad-
rant of event i. Thelatest allowableevent occurrence time, L, which isequal to
the latest allowable finish time (LFy) of activity { - /, is placed in the right hand
quadrant of eventj. Thelower quadrant might be used later to note actual event
occurrence timesif desired. For each activity, the earliest time the activity isex-
pected to be finished, EF, is placed in the arrow head and the latest alowable
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Reading earliest expected and latest allowable activity start
and finish times and float from the special symbois

Total float

Free float

_,T@ b

Earliest Latest
Stan times
for activity (7 - )

Earliest Latest
Finish rimes
for activity {f- j}

Figure 4-3a Key to use and interpretation of special activity and event symbols.

start time, LS, in the arrow tail. The estimated duration of the activity along
with a description of the activity is placed along the arrow staff. Path float is
placed in the bubble aong the arrow staff. Thelower portion of Figure 4-3a
points out how one reads the earliest and latest allowable start and finish times
for an activity. The detailed steps involved in carrying out the scheduling com-
putations using these symbolsisillustrated in Figures4-3b and 4-4.

Begin with zero for the earliest start time for the initial profect event and compute
earliest finish timer for all succeeding activities. For a typical activity, place its
earliest start time (say, 23 days from project start) in the left quadrant of the event
symbal, Then add its duration {7) to the earliest start time to obtain its earliest
finish.r i m (30). Write 30in the arrow head.

Backward pass

Place the seheduled completion time for the final event in the right quadrant of the
project terminal svent symbo  For cther evonts, nnsert instead the stest allowable
mvent ocourrencet me  For a typ cal activ by, se.otract its duration (7] from the
ti7est coma etion tirne 135110« hta n the atest s lowable sctiv ty start t me 128).
Wrin 28 nihearow ta

Whers activities merge, insert in the teft quadrant
of the event symbol the largest of the earliest finish
timer written in the arrowheads of the merging
activities.

Where two or ™97 activ 1 es “burst” from an event,

nsert in the r ght guadrant of tne event symbol the
smal est of the latest & owable act vity start times

Figure 4-3b  Steps in scheduling computations using special activity and event symbols.
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(TOTAL) PATH FLOAT

1 F=28—-23 = 5 = 35 — 3 1

ACTIVITY {FREE} FLOAT

Figure 4-4 Steps in path float and activity float computations using special activity and
event symbols.

ILLUSTRATIVE NETWORK EMPLOYING SPECIAL SYMBOLS

To illugtrate the use of these symbolsin making the schedulingcomputations,a
network containing eleven activitiesis shown in Figure 4-5, which containsthe
complete forward pass computation. In Figure4-6 the backward passand float

Figure4-5 lllustrative network employing the special activity and event symbols showing
forward pass computations only.
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computations have been added. With alittle practice, the computations made
on this network can be completed in two to three minutes. With an alowance
for an independent check on these computations, the total timeisstill lessthan
that required to fill out the input forms required to run this problem on a com-
puter. This holdstrue for networksof any size. The computer isonly economi-
ca when the network is to be updated periodically, or when a variety of other
computations is requested.

In Figure 4-6, the earliest and latest allowable activity start and finish times
are clearly displayed to aid in the making of resource allocation checks, the de-
termination of activity schedules, the conducting of time-cost trade-off studies,
etc. For example, consider activity 2-5. Its earliest start and finish times are
readily observed to be 6 and 7, respectively, and itslatest allowablestart and fin-
ish times are 11 and 12, respectively. The path float isFy5 = LFy5 - EFy5 =
12 - 7= 5 days, while the activity float isonly AF,s =Fs - EF,5=11-7=4
days. This activity illustrates quite well the basic difference between path float
and activity float, the latter occurring only at the end of a dack path, i.e.,at a
merge event. If the completion of activity 2-5 is delayed up to 4 days, the
amount of its activity float, no other activity or event time in the network will
be affected. In particular, the earliest expected time for event 5 remainsat 11.
If the completion of this activity is delayed by an amount exceeding itsactivity
float, but not exceeding its path float, then the earliest expected timefor event
5 and the early start time for the following activity 5-8 will be increased. How-
ever, no critical path activities or events, such as event 8, will be affected. Hi-
naly, if the completion of activity 2-5 is delayed by an amount which exceeds

Figure4-6 lllustrative network employing the special activity and event symbols showing
completed computations.
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its path float of 5 days, then the project completion time, i.e., the earliest ex-
pected time for event 8, will beincreased by alike amount.

According to the previous definition of the critical path, it is made up of ac-
tivities 0-3-7-8in the illustrative network shown in Figure 4-6. |t has the least
amount of path float, which is zero in this case, because the convention of let-
ting Lg = £s = 15 wasfollowed. Thisisaso the longest path through the net-
work. In addition to determining the critical path through the network, we can
identify various subcritical paths which have varying degrees of path float and
hence depart from criticality by varying amounts. These subcritical paths can be
found in the following way, which is suggestiveof how acomputer would handle
this problem.

1. Sort the activitiesin the network by their path float, placing those activi-
ties with acommon path float in the same group.
2. Order the activitieswithin agroup by early start time.
3. Order the groups according to the magnitude of their path float, small val-
uesfirst.
The first group comprises the critical path(s) and subsequent groups
comprise subcritical paths of decreasing criticality.

Application of the above procedure to the network in Figure 4-6 gives the re-
sults shown in Table 4-2 below.

Table 4-2. Listingof Critical and Subcritical Paths by Degree of
Criticality for the Network in Figure 4-6

Earliest Latest
Start Finish Start Finish Total
Activity Time Time Time Time Float Criticality
03 0 2 0 2 0
3-7 2 10 2 10 0 critical path
7-8 10 15 10 15 0
3-4 2 7 3 8 1
4-5 7 11 8 12 1 a "near critical" path
5-8 11 14 12 15 1
0-1 0 2 5 7 5
1-2 2 6 7 11 5 third most critical path
2-5 6 7 11 12 5
0-6 ] 1 6 7 .
6.7 1 4 7 10 path having most float




CRITICAL PATH FROM FORWARD PASS ONLY

The above procedure for locating the critical path(s) isbased on a knowledge of
path float, which requires the backward pass for computation. While this pro-
cedure is necessary to find the dack along subcritical paths, the critical path(s)
can be determined from the results of the forward passonly. Thisisquite useful
in the early stages of planning and scheduling a project, when it isdesired to de-
termine the expected project duration, and to determinethe critical path activi-
ties with a minimum of computation. The following steps which make up this
procedure are based on the assumption that the forward pass computations have
been completed, and the resulting £F’s and E's have been recorded on the
network.

1. Start with the project final event, which is critical by definition, and pro-
ceed backwards through the network.

2. Whenever a merge event is encountered, thecritical path(s) followsthe ac-
tivity(~¥or whichEF=E.

To illustrate this procedure, let us trace the critical path of the network
shown in Figure 4-5, on which only the forward pass computations have been
made. First westart at event 8 for whichE = 15. Thecritical path isthen along
activity 7-8 since EF= £ =15 for this activity, while EF isonly 14 aong the
other path, activity 5-8. In this manner, the critical path can be traced next to
event 3, and hence to theinitial network event 0.

VARIATIONS OF THE BASIC SCHEDULING COMPUTATIONS

The restrictive assumptions underlying the above basic schedulingcomputations
included the following:

1. The network contained only one initial event, i.e., one event with no pre-
decessor activities.

2. The network contained only one terminal event, i.e., one event with no
successor activities.

3. Theearliest expected time, E, for the initial event waszero.

4. There were no scheduled or directed dates for events other than the net-
work terminal event.

These assumptions were made because they simplify the computational pro-
cedure and its subsequent interpretation, and at the same time they do not se-
riously restrict the usefulness of the procedure. However, occasions will be
pointed out where it would be of somevalueto relax these assumptions; hence,
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the required modifications in the computational procedures will be taken up
here.

It may happen, for example, that the network under study is only a portion
of alarger project, or perhapsone of severa in amulti-project operation. In this
case, it may be that the earliest time for the initial network event does not occur
at time zero, but rather at somearbitrary number of time unitsother than zero.
In such a case, this specified earliest occurrence time, E, for theinitia event is
merely used in place of zero, and the forward pass computations are madein the
conventional manner.

Similarly, one may wish to specify or direct the latest alowabletime for some
intermediate network (milestone) event to be a time that isarbitrarily specified
as the scheduled or alowed time for the event in question. In thiscase one uses
a scheduled time, Tg, in determining the L value for this event, as described in
the example below. The important points in this discussion are summarized
below.

Conventions:

A scheduled time, T, for an initial project event isinterpreted asitsearliest
expected time, i.e., Tg =Efor initia project events.

A scheduled time, T, for an intermediate (or terminal) project event isin-
terpreted asitslatest allowableoccurrence time.

ILLUSTRATIVE NETWORK WITH MULTIPLE INITIAL
AND TERMINAL EVENTS

To illustrate how projects with multiple initial and termina events and sched-
uled event times are handled, consider the network shown in Figure 4-7. The
"main" project in this network has events numbered 101 through 109. This
project, which starts with event 101, produces an "end"" objective signified by
event 109. However, a by-product of this project is that it furnishes an output
for a second project whose events are numbered in the 200 series. For example,
the objective of the main project might be to develop a new rocket engine, the
completion of which is denoted by event 109. Event 210 might signify the de-
livery of a key component from a second project that has other end objectives.
Activity 108-211 might be the preparation and dedlivery of a report on the test-
ing of this component which took place in the main project. The scheduled
occurrence time of event 211 is thusquiteimportant to the second project, and
isindependent of the main project.

Two eventsfrom the second project are pertinent to the main project network
shownin Figure4-7. First, event 210, which initiatesan activity preceding event
106, is scheduled to occur 8 units of time after the start of the first project.
Hence, if one setsE = @ for event 101, then E= 8for event 210, since the | atter
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Figure4-7 Network with multiple initial and end events and scheduled event times.

is one of theintid eventsin the network. Event 211 of the second project is
scheduled to occur 14 units of time after the start of the first project. Hence,
since event 211 isaterninal event in this network, one sets 7Ty =L = 14 for
event 211. Finaly, the main project is scheduled to be completed in 20 time
units, thus Tg =L =20 for event 109. Thus, the network computations are
started with the following times specified.

Event 101: E=O
Event 109: L =Tg =20
Event 210: E=Tg=8
Event 211: L=Tg=14

Since early start times are now specified for both of the initial eventsin this
network, the forward pass computations can be carried out in the conventional
manner. These computations indicate that the early finish time for the final
event of the main project is 18, i.e., E= 18 for event 109. The early finish time
for the secondary project is 15, i.e., £ = 15 for event 211. Thus, the schedule
can be met on the main project but not on the secondary project, unlessthe lat-
ter isexpedited in some way.

Since al terminal events have scheduled completion times, the backward pass
computations are initiated by setting L = 20 for event 109, and L = 14 for event
211. The critica and subcritical paths through the network can then be deter-
mined asgivenin Table 4-3.

The critical (least float) path through the network has a path float of -1. One
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Table 4-3. Critical and Subcritical Paths for the Network

in Figure 4-7
Activities Path Float, F Activities Path Float, F
210106 -1 103104 1
106108 -1 104-109 1
108 211 -1

106109 2
101-102 0
102-103 0 102107 3
1W105 0 107-108 3

thus expectsto be one unit of timelate in meeting the scheduled time of 14 for
event 211, the termination of the secondary project. With regard to the main
project, one notes that al paths leading to the terminal event 109 have path
float of at least one time unit.

Multiproject networks can bequite useful in analyzing the effects of one proj-
ect on another, and thusoffer ameansof settling disputes which frequently arise
in such a situation. For example, it isclear from Figure 4-7 that one way of
aleviating the negative dack situation on the critical path would be to move up
the schedule for event 210 so that it occurs on or before the late start time of 7
for activity 210-106. In thisway the secondary project could help in solving its
own scheduling problem. If this could not be done, then the only remaining
remedieswould be to reduce the duration of either activity 210-106 or 108-211
by one or more time units. It is aso clear from Figure 4-7 that the current
schedulefor event 210, i.e., T's = 8, does not produce the most constraining path
to event 109, and hence does not fix the earliest completion time of the main
project.

Another method of handling multiple initial and end events is taken up in
exercise 4 at the end of thischapter. This procedureisillustrated in Figure 3-16
wheretwo essentially separate projectsare tied together by activity 40-80, which
has a time estimate of 40 days. In essence, this activity constrains the comple-
tion of one project to precede the other by 40 days. Thus, a scheduled date
placed on event 80 in one project can force ascheduled date, or latest allowable
time, 40 days earlier on event 40 of the second project. This procedure elimi-
nates the second terminal event.

NETWORKS WITH SCHEDULED OR DIRECTED TIMES
ON INTERMEDIATE EVENTS

Scheduled or directed times for intermediate network events are handled in a
manner similar to the treatment for termina events as discussed above. In this
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case, however, there will be two candidates for the latest allowabletime forthe
event in question. The choice is usually governed by the following conven
however, other conventionsmay be adopted in certain project management com-
puter packages.

Thelatest allowabletime for an intermediate network event on which a sched-
uled time, Tg, isimposed, istaken asthe earlier (smaller) of the scheduled
Tg, and thelatest alowable time, L, computed in the backward pass.

For example, suppose activity 103-105 in Figure 4-7, which involves earth
moving, was scheduled to be completed by time 7 to insure completion prio
the ground freezing. In this case, L for event 105 would be taken as 7, i.e.,
smdler of the scheduled time of 7 and the regular backward passtime of 9.
introduction of this scheduled time only affects the path float for activities 101~
102-103-105 by reducing it from 0 to -2, a change which is quite important in
planning and scheduling these activities. Since this now becomesthe path with
the least float, it forms the new project critical path. Whileit startsat the initial
project event, it terminates at the intermediate event 105 on which the sched:
uled time was imposed, without going through the entire project. Thisisachar-
acteristic result of introducing scheduled or directed times on intennediate
events; the computations clearly show up the most constraining scheduled date
in the project.

NETWORK TIME-STATUS UPDATING PROCEDURE

Updating a network to reflect current status issimilar to the problem
above in that a project underway is equivaent to a project with
events. After a project has begun, varying portions of each path from theinitial
project event to the end event will have been completed.

diagram network logic, al activities preceeding the current status on a particul ar
path must be completed, and no activities succeeding the

should have started. By establishing the current statuson

ress information, the forward pass scheduling computations can then bemadeir
routine fashion. No change in the backward pass computation should be neces:
sary, unlesschangesare to be incorporated in the logic or time estimates of the
uncompleted portion of the network.

To illustrate this updating procedure, consider the network presented in Fig:
ure 4-6, which indicates an expected project duration of 15 days. Suppose the
project started on Monday and we have just received the Friday evening week-
end progress report.  Thus, we have just completed the fifth work day on this
project, and the progressisas reported in Table 4-4.

The actual activity start and finish times given in Table 4-4 have been writter
above the arrow tails and heads, respectively, in Figure4-8. Eventsthat have al;
ready occurred have been cross hatched, and activities that are in progresshave
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Table 4-4. Status of Project Activities at the End of the Fifth Working Day

Activity Started Finished

NOTE: all times given are at the end of the stated working day.

been so noted by a flag marked 5 to denote that the time of the update is the
end of the fifth working day. Only one of the four paths being worked presents
a problem, i.e., activity 3-4. At report time, event 3 has occurred, but activity
3-4 has evidently not started. To avoid thisproblem, it would be desirableto in-
clude in progress reports the intended start time of al activitieswhose predeces-
sor activities have been completed. If this information is not given, then some
assumption must be made to complete the update calculations. The usua as
sumption, which is the one adopted in Figure 4-8, is that the activity will start
on the next working day, i.e., at the end of the fifth working day.

Having an actual, or assumed, start time for the ""lead" activities on each path
in the network, the forward pass calculations are then carried out in the usual
manner. The original times are crossed out, with the new updated timeswritten

Denctes status of
activily at the end
of the 5th work day

Figure 4.8 lllustrative network showingtime status of project.
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nearby. These calculations indicate that the critical path has shifted to act
3-4-5-8, with a dack of minus two days. Assuming we were scheduled t
plete the project in 15 days, the current statusindicates we are now two d
hind schedule, and appropriate corrective stepsarein order.
An dternative updating procedure is as follows; it has the advantage
can be carried out by a computer program that has no specia updating
ity. First, add a dummy activity preceding the initia project event, and assign
to it aduration value equal to ''time now," that is, the number of elapsed work-
ing time units from the beginning of the project to the time of the pr
date. Second, changethe duration times of activitiesthat are complete
tially completed, to the number of time units of work remaining. N
the forward pass calculations in the conventional manner. 1t will pr
same results obtained by the method illustrated in Figure 4-8 above.

ACTIVITY-ON-NODE SCHEDULING COMPUTATIONS

In Chapter 2, the basic node scheme of networking was described. Thisis
complete reverse of the arrow schemein which

and the arrows are merely connectors. To illustrate the

dure for a node diagram, consider the network plan for

ect presented in node diagram form in Figure 2-21.

gram was given in Figure 2-18, and a time-scaled

basic forward and backward pass scheduling

givenin Figure4-9.

Key

Figure4-9 A manual computational method for the activity-on-node scheme.
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The node scheme, first promoted by J. W. Fondahl® in 1958, lends itself to
manua computation as well as the arrow scheme. One symbolic method for
manual computation of node networksisillustrated in Figure4-9. Using the key
to the symbol notation, the reader can easily see how the computation ismade.
For example, the £F for node 3 is obtained by adding its times for ES and D.
Thus, EFF=4 + 2=6. At merge points, such asnode 7, the £5 isselected asthe
largest of the preceding EFtimes. The backward passis made similarly.

In comparison with the symbols used in manual computation of arrow net-
works, the node symbols are somewhat more articulate. All of the numbers
associated with an activity are incorporated in the one node symbol for the ac-
tivity, whereas the arrow symbols contain each activity's datain the predecessor
and successor nodes. aswell ason the arrow itself.

PRECEDENCE DIAGRAMMING

An important extension to the origina activity-on-node concept appeared
around 1964 in the Users Manual for an IBM 1440 computer program.'  One of
the principa authors of the technique was J. David Craig, who referred to the
extended node scheme as "' precedence diagramming.” The computation and in-
terpretation of early/late start/finish timesfor project activities for thisscheme
are considerably more complex than those shown above for the basic finish-to-
start constraint logic of arrow or node diagrams. For thelatter, the computation
and interpretation of these times was both simpleand unique. Thisisanimpor-
tant advantage of the PERT/CPM systems. Unfortunately, thisdoesnot usualy
hold for precedence diagrams; a number of complications can arise, aswill sub-
sequently be shown.

The basic computational approach to be used in this text is to adopt a pro-
cedure that will lead to activity earlyflate start/finish times for a precedence
diagram network that are identical to those that would be obtained for the
equivalent arrow diagram and the conventional forward and backward pass com-
putations. This approach wasdeveloped by Keith C. Crandall, Professor of Civil
Engineering, University of California, Berkeley, and published in 19732 A hand
computation version, where activity splitting is alowed, was adso supplied by
Crandall in private communication in May 1981; it isgiven in Appendix 4-2 of
thischapter.

Definitions:

The computational procedure to be given hereis based on an extension of the
PERT/CPM network logic from asinglefinish-to-start type of dependency toin-
clude three other types. These other dependency relationships were introduced
in Chapter 2, and are repeated in Figure 4-10 below, in dlightly different form,
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The nomenclature and assumptions to be used are asfollows:

555

FFy

FSi]

SFy

ZZ,
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L

]

58;
Start-to-start constraint Finish-to-finishconstraint
Finish-ta-start constraint —_——
SF, = SF; +SFy

Startto-finish constraint

Figure 4-10 Precedence diagramming constraints with lead/lag times.

denotes a start-to-start constraint, and is equal to the minimum num
of time units that must be complete on the preceding activity (i) prio
the start of the successor ().

denotes a finish-to-finish constraint, and is equa to themin

ber of time units that must remain to be completed on the successor
after the completion of the predecessor (i).

denotes a finish-to-start constraint, and isequal tothe minim

of time unitsthat must transpire from the completion of the pr

(7) prior to the start of the successor (7). (Note: Thisisthe
constraint used in PERT/CPM, with FS; = 0).

denotes a start-to-finish constraint, and isequal to the minimum nu
of time units that must transpire from the start of the predecessor
the completion of the successor (j).

denotes a frequently used combination of two constraints,

to-start and a finish-to-finish relationship. It is written w

time unitsfirst, followed by the FF;; time units.

The above constraint logic is shown in Figure 4-10. It will be appliedin the
next section to illustrate the powerful features of the extended logic of prece-
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dence diagramming. It will aso point up an important anomaly that can occur,
and needs an explanation.

Precedence Diagram Anomalies

Consider a construction subcontract consisting of Framing walls, placing Electri-
cal conduits, and Finishing walls, with the duration of each task estimated to be
10 days, using standard size crews. |If the planisto perform each of these tasks
sequentialy, the equivalent arrow diagram in Figure 4-11a shows that a project
duration of 30 dayswill result.

To reduce this time, these tasks could be carried out concurrently with a con-
venient lag of say 2 days between the start and finish of each activity. Thisplan
is shown in Figure 4-11b in precedence diagram notation. The equivalent arrow
diagram shown in Figure 4-11c indicates a 14 day project schedule. One impor-
tant advantage of Figure 4-11b over 4-11c is that each trade is represented by a
single activity instead of 2 or 3 subactivities. Also note how the SS= 2 and
FF= 2 lags of Figure4-11b are built into the equivalent arrow diagram in Fig-
ure 4-11c. For example, the first two daysof the electrical task in Figure4-11c
must be separated from the remainder of thistask to show that 2 daysof electri-
ca work must be completed prior to the start of the finishing task. Similarly,
the last 2 days of electrical work must be separated from the remainder of this
task to show that framing must finish 2 days before electrical isfinished. Thus,
the 10 day electrical task must be broken up into 3 subactivities of 2, 6, and 2
days duration, respectively.

So far, precedence diagrammingiseasy to follow and is parsimonious with ac-
tivities. But let ussee what happens if the duration of the 3 tasksin this project
are unbalanced by changing from 10, 10, 10to 10, 5, and 15 days, respectively.
These changes are incorporated in Figures 4-11d and e, along with appropriate
new lag times. Note that $§ = 2 was chosen between framing and electrical to
insure that a full days work is ready for electrical before this task isalowed to
start. Similarly, FF= 3 was chosen between electrical and finishing because the
last day of electrical work will require 3 daysof finishing work to complete the
project. The other lags of 1 day each were chosen as minimal or convenience
values needed in each case. These lags define the activity breakdown shownin
Figure 4-11 e where we see the critical path isthe start of framing (1-2), then the
start of electrical (4-5), and, finaly, the totality of finishing (8-9-10). Thisis
aso shown in the precedence diagram, Figure 4-11d, whereES=LS =D for the
start of framing, ES=LS= 2 for the stmt of electrical, and, finaly, ES=LS=3
and £F=LF =18 for the totality of finishing. Since the precedence diagram
shows each of these tasks in their totality, EF # LF even though ES=LS for
the framing and electrical tasks. For framingin Figure 4-11d, LF - EF =14 -
10= 4 days of float, which correspondsto the 4 daysof float depicted by activ-
ity 7-9 in Figure4-1le. Similarly, for electrical in Figure 4-11d, LF - EF = 15 -



| Criticalpath=1-2-3-4
) ) | ~ Duration =10+ 10+ 10 = 30 days
Framing Electrical Finishing

£ i 4
E—CO —T ] |
0 4 8 12 16 20 24 28 32 Time (days)

(a) Sequentiallarrow diagram I

Time {days}

Figure4-11 Arrow and precedence networks to illustrate splitting vs. no splitting; activi
ties are shown at their early start times.
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11 =4 day?,of float, which is also depicted by activity 7-9in Figure4-1le. The
middle electrical activity (5-6)in Figure 4-11le appears to have an additional path
float of 4 days, or a total of 8 days. Thisattributeisnot shown at al in Figure
4-11d because it depicts only the beginning and end points of each activity, but
not intermediate subactivities such as 5-6. Closer examination will show, how-
ever, that any delay in the start of activity 5-6 exceeding 3 dayswould cause the
finishing crew to run out of work, and hence the critical path would be delayed.
This problem is shared by both arrow and precedence diagrams, and the user
should understand this. It does not, however, present a red problem in the ap-
plications since the job foreman generally has no difficulty in the day-to-day
management of this type of interrelationship among concurrent activities. Itis
generally felt that it isnot worthwhile to further complicate the networking and
the computational scheme to show all interdependencies among activity seg
ments, since these tasks can be routinely managedin the field.

A very important difference between Figures 4-11¢ and e, other than the 4
day difference in the project durations, liesin the electrical task, whichisrepre-
sented by 3 subactivitiesin both diagrams. In Figure 4-11c¢ these 3 subactivities
are expected to be conducted without interruption. However, in Figure 4-11e
thisis not possible. Here, the last day of the electrical task (6-7) must follow a
4 day interruption because of the combination effect of successor constraint SS1
depicted by activity 5-8, and predecessor constraint FF1 depicted by activity
3-6. These constraints require events 5 and 6 to be separated 7 daysin time,
while the intewening electrical activity requires only 3 daysto perform. This
forced interruption will henceforth be referred to as splitting of the electrical
task.

If necessary, splitting can be avoided in several ways. First, the duration of
the electrical task could be increased from 5 to 9 days. But this is frequently
not desirable in projects such as maintenance or construction because it would
decrease productivity. The second way to avoid splitting would be to delay the
start of the electrical task for 4 days, as shown in Figure 4-11g, whereiit is as
sumed that activity splitting isnot allowed. At first, it may seem that there isno
difference between these two alternatives, but thisisnot so. Reflection on Fig-
ure 4-11g shows that delaying the start of the electrical task to avoid splitting
will delay the start of the finish work, and hence the completion of the project is
delayed by 4 days. But increasing the duration of the electrical task will not
have this effect. Actually, we have described an anomalous situation where an
increase of 4 daysin the duration of an activity on the critical path (starting 4
days earlier and thus running 4 days longer), will decrease the duration of the
project by 4 days, from 22 to 18. If you are used to dealing with basic arrow
diagram logic (FS =0 logic only), this anomaly will take some getting used to.
It results from the fact that the critical path in Figure 4-11g goes"* backwards'
through activity 5-6, and thus subtracts from the total duration of thispath. As
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a result, the project duration shiftsin the reverse direction of ashift in the dura-
tion of such an activity. That is, the project duration decreases when the
ity duration increases, and increases when the activity duration decreases.
anomalous situation occurs whenever the critical path enters the
an activity through a finish type of constraint
through the activity, and leavesthrough a

The precedence diagram in Figure 4-1
ca, sinceES=LSand EF=L Ffor each task. Whileit .., = _
task has float in Figure 4-11g, thisisnot true since splitting isnot alowed. ~ b
splitting isaconstraint not explicitly incorporated in the arrow diagram logic. !

Critical Path Characteristics

Wiest® describes the anomalous behavior of activity 5-6 in Figure 4-11g pictur-
esquely by stating that this activity isreversecritical. Similarly, in Figure4-11d
and e both framing and electrical arecalled neutral critical. They are critical be-
cause their LS=ES, but they are called neutral because their LF > EF, and the
project duration is independent of the task duration. A task isneutral critical
when a pair of start time constraints result in the critical path entering and exit-
ing from the starting point of the task, or apair of finish time constraints entkr
and exit from the finish point of a task. Thesesituationscould also be referred
to as start or finish critical. In Figure 4-11d and e, the framing and electrical
tasks are both start critical, while finishing isnormal critical. That is, ashift in
the duration of the finishing task will have a normnal effect on the project dura-
tion, causing it to shift in the same direction. Wiest suggeststhat precedence
diagram computer outputs would be more useful if they identified the way 1h
which tasks are critical. The author suggeststhat the following nomenclature
considered for this purpose:

NC  denotes an activity that is Normal Critical; the project duration shifts i
the same direction as the shift in the duration of a NC-activity.

RC  denotesan activity that is Reverse Critical; the project duration shifte
the reverse direction asthe shift in the duration of a RC-activity. sl

BC denotes an activity that isBi-Critical; the project duration i Increasesé
result of any shift in the duration of aBC-activity. (See exercise 12
the end of thischapter for an example.) i

SC  denotes an activity that isStart Critical; the project duration shlft<
the direction of the shift in the start time of a SC-activity, but isreui
(unaffected) by ashift in the overall duration of the activity.

FC denotesan activity that is Finish Critical; the project duration sh|ft‘ )
the direction of the shift in the finish time of a FC-activity, butisn
tral (unaffected) by ashift in the overall duration of the activity.
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MNC denotesan activity whoseMid portion isNormal Critical.
MRC denotes an activity whoseMid portion isReverse Critical.
MBC denotes an activity whose Mid portion isBi Critical.

To conclude this discussion, it should be noted that the critical path always
starts with a job (or ajob start), it endswith ajob (or a job finish), andin be-
tween it consists of an alternating sequence of jobs and precedence arrows. Al-
though the critical path may pass through ajob in any one of the many ways
listed above, it always moves forward through precedence constraint arrows.
Hence, any increase (decrease) in the lead-lag times associated with 8§, SF, FF,
or £§ constraints on the critical path, will always result in a corresponding in-
crease (decrease) in the project duration.

Following the suggestion of stating the nature of the criticality of activitieson
the critical path, for Figure4-11d thiswould consist of the following alternating
activities and precedence constraints: Framing (Start Critical—SC); $52; electri-
ca (Start Critical —SC); SS81; finishing (Normal Critical —NC). Similarly, for Fig-
ure 4-11f it would be: Framing (NC); FF1;dectrica (RC); 551; finishing (NC).
It should be noted here that electrical islabeled reversecritical (RC), which puts
the manager on notice that any shift in the duration of this activity will shift the
duration of the project in the reverse direction. Asstated above, it is reverse
critical because its predecessor constraint is afinish type (FF1), and its successor
constraint isastart type (§51).

PRECEDENCE DIAGRAMMING COMPUTATIONAL PROCEDURES

Obvioudy the forward and backward pass computational problem becomesmore
complex with precedence diagramming, and it callsfor establishment of some-
what arbitrary ground rules that were unnecessary with the unique nature of
basic arrow diagram logic. In the computational procedures to follow, we will
assume that the specified activity durations are fixed, e.g., because of the pro-
ductivity argument cited above. This assumption can be relaxed, of course, by
varying the activity durationsof interest, and repeating the calculations. Regard-
ing task splitting, three basic caseswill be treated.

Case|: Activity splitting isnot allowed on any activities.

Case 2. Activity splitting is allowed on all activities.

Case 3: Combination of 1 and 2; activity splittingis permitted only on desig-
nated activities.

Figures 4-11g and e represent Cases 1 and 2, respectively. The effect of not
alowing splitting (of the electrical task) isa 4 day increase in the project dura-



Basic SchedulingComputations 101

tion. Here, the choice must be made between the (extra) cost of splitting &he
electrical task, and the cost of a4 day increasein project duration. Case 3 is
provided to alow the project manager to take the possibletime (project duratini:n)
advantage concomitant with splitting on those activities where it can be toler-
ated, and to avoid splitting on those activitieswhere it cannot be accommodated.

The computational procedure for Case 1 is reasonably simple and will be de-
scribed below. The procedure for Case 2 is considerably more complex; it is
givenin Appendix 4-2. The computational procedure for Case 3 merely amoutlts
to the application of the Case 1 or the Case 2 procedure to each activity in tufn,
depending on whether the activity is designated as one where splitting is #ot
allowed, or is allowed, respectively.

Computational Assumptions

The computational procedure for Case |—No Splitting Allowed, isanaogousto
the arrow diagram procedure described above. In making the forward pass -
culations, one must consider all constraints leading into the activitv (/) in

tion, i.e., the start time constraints (S5 and FS;) aswell as the finish time c&n—
straints (SFy and FI'y). For each constraint, the early start time for activity ,)
is computed, and the maximum (latest) of these times then becomes the early
start time (£5;) for activitv (). Because some project activities may only have
finish time constraints, it would be possible for the above procedure to lead to a
negative ES; time, or atime earlier than the specified project start time. For gx-
ample, referring to Figure 4-12, we see that activity 2 has no start time can-
straint, If the duration of activity D was 22 (instead of 12), then itsearly stdrt
time would be EF- D =ES, or 19- 22= -3 (instead of 7). Thiswould be
erroneous negative value. To_prevent the occurrence of thiserror, an additioral
time, called the INITIAL TIME, isintroduced. It isusually set equal to zero,
else to an arbitrarily specified (nonzero) project scheduled start time, and|it
overrides the start times computed aboveif they are al negative, or less(earli
than the specified project start time.

The backward pass computations follow a similar procedure to find the |
finish times for each activity, working backwards along each constraint leaving
the activity (7) in question. In this case, an additional time, called TERMINAL
TIME. is reauired to nrevent the occurrence of alate finish time .
the project duration, or the scheduled project completion

The computational procedure given
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0 12 FF5 7 19 19 28 FF7

. Critical

I FS7

Key:
ey £s EF 28 39 35 42

constraint ! !
*223,6=553&FES

L1
LS LF

Figure4-12 Example network with forward and backward pass times shown, and the nota-
tion of the critical path—no splittingallowed.

durations

activity will always be found below it in the ordered list. The two step computa
tional procedure is then applied to each activity working the list from the top
down. When the computations are performed by hand on a network, thisorder-
ing is accomplished automatically by working one path after another, each time
going as far as possible. Again, thisis the same procedure required to processan
arrow diagram.

Forward Pass Computations—No Splitting Allowed

The following two steps are applied to each project activity, in topological se
quence. The term called INITIAL Tl MEisset equal to zero, or to an arbitrarily
specified project scheduled start time.
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sTep 1. Compute £5;, the early start time of the activity (/) in question. Jt
is the maximum (latest) of the set of start times whichincludesthe
INITIAL TIME, and one start time computed from each constraint
going to theactivity (/) from predecessor activitiesindexed by (7).

INITIAL TIME}

LES,- +SF,'j - D}\]
STEP 2. KF;=ES; + D;

Backward Pass Computations—No Splitting Allowed

The following two steps are applied to each project activity in the reverse order
of the forward pass computations. The term called TERMINAL TIME is set
equa to the project duration, or to an arbitrarily specified project
completion time.

step 1. Compute LF; the late finish time of theactivity (i) in question. It is
the minimum (earliest) of the set of finish times which includes the
TERMINAL TIME, and one finish time computed from each
straint going from activity (i), to successor activitiesindexed by

| LS, - FSy

ali

LSi' - SS,-]' +Dl
LF:, - S‘Fﬁ'f + Df

STEP 2. LS;=LF; - D;

Example Problem l

To illustrate the application of the above algorithm, a smal network consistin
of 9 activities with a variety of constraints, is shown in Figure 4-12. The for:
ward pass calculations are as follows, based on the assumption that the project
starts at time zero, i.e., INITIAL TIME = 0.
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Activity A
ES4=(aNnITIAL TIME=0) =0
EF, =ES,+Dy=0+12=12
Activity B
INITIAL TIME =0
ESy=MAX< ES, +SSp5=0+3=3
8 EFy +FFap-Dg=12+5-10=7
EFp=ESp+Dp=7+10=17

Activity D
JINITIAL TIME=0
ESp +8Fap - D=7+ (2+10)- 12=7
Activity €

INITIAL TIME =0
ESc =MAX< ESp +SSac=0+3=3

AP ESp +SFpe - Do =7 +(7+ 14)-
EFc=ESg+Dc=10+18=28

efc.
The backward pass calculations are as follows, wherein the TERMINAL TIME

is set equal to the project duration, determined from the forward pass calcula
tionsto be 42, i.e., the EFtime for the last critical path activity G.

Activity G
LFg ={TERMINAL TIME =42) =42
LSG=LFG_DG=42 10=32
Activity |

LF;={TERMINAL TIME =42) =42
LS;=LFy-Dy=42-7=35
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Activity H |

Activity F

LFp=MIN
G,I

LSF=LFF—DF=35' 11=24

etc.

From the computational results shown in Figure 4-12, the critical path ¢
sists of activities A-B-D-E-F-G. The nature of the criticality of each activity |is
indicated at the top of Figure 4-12, along with the critical constraints between
each pair of activities. ActivitiesA, E, and G are normal critical, activities B and
F are reverse critical (noted by the reversedirection cross-hatching), and activity
D isonly finish timecritical. The duration of the critical path, 42, isalso not
with the net contributions of the activity durations being (12- 10+0+ 9=
11+ 10) = 10 and the contributions of the constraints being (5 + 12+ 0+ 7+
8) = 32, for atotal of 42 time units. The early/late start/finish timesfor each ac-
tivity have the conventional interpretations. For example, for thecritical acti[v-
ity E, both the early and late start/finish timesare 19 and 28; the activity hasno
slack. But for activity H, the early start/finish times are 24 and 35, while the
late start/finish times are 28 and 39. In this case, the activity has4 units of ac-
tivity dack or free dack, becausethe completion of activity H can be delayed up
to 4 units without affecting the dack on its successor activity 1.

To illustrate the use of computers for these computations, the completed
basic scheduling computations for this network are shown in Figure 4-13, using
a program written by K. C. Crandall. The upper portion of this figure gives
timesin elapsed working days, while the lower portion isgiven in calendar dates.
The |atter assumesthat start times denote the beginning of the day, and firish
times the end of the day. For example, activity A has a duration of 12
corresponding to an early start date of 3 August and an early finish date
August. This computer run assumes, of course, a 7 day work week. The
information is very conveniently displayed in bar-chart form in Figure
The upper portion of this figure givesthe early-start activity schedule,
lower portion gives thelate-start schedule. A study of thisfigure will
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Figure 4-13 Time and date computer outputs for the basic scheduling computations on the network shown in Figure 4-12--no splitting

allowed.
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Figure 4-14 Bar-chartcomputer outputs for the basic schedulingcomputations on the network shown in Figure 4-12—no splitting allowed.
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the information givenisidentical to Figure4-13, but in graphical rather than nu-
merical form.

DISCUSSION OF COMPUTATIONS WITH SPLITTING ALLOWED

The Case 2—Splitting Allowed computational procedure is more complex than
Case 1, and for this reason the algorithm is deferred to Appendix 4-2. This pro-
cedure assumes that activities can be split whenever the combination of con-
straints associated with the activity in question result in early finish and early
start (or late finish and late start) times whose ditference exceeds the activity
duration. When this occurs, the activity is assumed to split so that it preserves
the continuity of work flow. For example, in Figure4-11e above, the electrical

task must split as shown: 4 days of electrical, 4 days of interruption, and then
the final 1 day of electrical. Note how this split preserves the continuity of

work flow. Just as framing completesits duration of 10 days, €lectrical recom-

mences for itsfinal 1 day of its overall duration of 5 days. A different split is
assumed in_the backward pass-to preserve flow in the reverse direction. That is,
the first portion of electrical would have a duration of 1 day and thelast portion
of 4 days. This preservesflow moving backwards through finishing, and then the
1 day initial portion of electrical. An important result of this procedureis that
the early/late start/finish times will be identicalic.those-that would be ohtained
for an equivalent arrow diagram. (The reader may find it helpful to redraw the
arrow diagram shown in Figure 4-11e and perform the basic arrow diagram for-
ward and backward pass calculations to verify thisassertion.) It isimportant to
note, however, that these splitting rules are arbitrary. The actua activity split
can be chosen later by the "' foreman' to be at any acceptable point within the
range of the start and finish times computed for the job in question. It should
also be noted that other splitting rules, e.g., split dl activitiesin the middle, may
give different project durations, longer or shorter, from that which resultsfrom
the rule adopted here. Without referring further to the algorithm, the results of
its application will be given here to illustrate how it would be used when acom-
puter isutilized to perform the computations.

Utilizing the same network shown in Figure 4-12 where no splitting was al-
lowed, the results of alowing splitting are given in Figure 4-15. To show that
these results are identical to those obtained for the equivalent arrow diagram,
Figure 4-16 is given with early/late start/finish timesand (total) path float times
noted. To compare these two figures, recall that the precedence diagram treats
each task (activity) in totality. For example, activity F is broken into 4 sub-
activitiesin Figure 4-16. The early start time of the first subactivity is15, and
the early finish time of the last one is 31. These are the only two times shown
for activity F in Figure 4-15. Similarly, the |latest start/finish times are 20 and
38, respectively. A specia situation occursherein that activity Fison the criti-
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Two critical paths

15 24
*ZZ23,5=8S3&FF5

0 12 3 17

LS LF Project network ‘

Figure 4-15 Example network with forward and backward pass times shown--splitting
allowed.

ca path, yet its start time has 5 units (20-15) of float, and itsfinish time
TS (38-31) of float. The critical nature of activity F liesin the fact that its
mid-subactivities (8-10 and 10-15 in Figure 4-16) arecritical. Thisfact isnoted
at the top of Figure 4-15, where the critical path is shown to contain F(MR(),
i.e., activity Fhasamidportion that isreversecritical. Thelatter occurs
its predecessor constrains its finish time (FF'7) and its successor
start time (S58).

Comparing Figures 4-12 and 4-15, we note that the project
less (42-38) when splitting is allowed. This results from the
is required to split, because its late start timeplusits
thanitsearly finih time. That is ~

Thus, there must be a 4 unit idle time between the two segmentsof activity B,



Figure4-16 Arrow diagram equivalentto the precedence diagram shown in Figure 4-15—splitting allowed.
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indicates that none are required to split because, in each case, their |late start
times plustheir durations equalsor exceedsthe early finish time (LS+ D = EF).

Another difference in Figures4-12 and 15 is found in their critical paths. In
Figure 4-12, it isasingle path, with aduration of 42 units. In Figure4-15, there
are two critical paths, each having a duration of 38 units. These paths are shown
at thetop of Figure 4-15. |

To illustrate the use of computers for these splitting allowed computations,
the completed basic scheduling computations for this network are shownin Fig-
ure 4-17. The upper portion of this figure essentially givesthe results shownin
Figure 4-15 in elapsed working days, and in the lower portion in calendar datks.
The results given in Figures4-15 and 4-17 areidentical. From the above disciis-
sion, it is clear that the equivalent arrow diagram in Figure 4-16, contains more
information about the subactivity schedulesthan isshown in either Figures4-15
or 4-17. To recapture thisinformation, the precedence diagram computations
are given in bar-chart form in Figure 4-18. Note how the two portions of this
figure give identica activity breakdowns, and early/iate start/finish and float
times. For example, the peculiar critical nature of activity F was discussed
above. In Figure 4-16, note that the middle 4 units of activity F are critical
(zero float) with start/finish timesof 24 and 28. Thisisshown in the upper por-
tion of Figure 4-18 by the critical symbol (*)placed on days25, 26,27 and 28.
Also, thelast 3 unitsof F are noted with the noncritical symbol (0O), followed by
7 units of slack noted by the slack symbol (-), exactly as shown on the arrow
diagram in Figure4-16. To recapitulate for activity F with splitting allowed, the
bar chart indicates that its firstfour unitscan be started asearly asthe 16th day,
and they have 5 days of float. The middle 4 days are critical and must be per-
formed on days 25 through 28. Finally, the last 3 units have an early start on
the 29th day, with 7 days of float. This figure does indeed contain a large
amount of information with the advantage of having all subactivities shown by a
single bar (line). A longer time will be required to instruct users how to intér-
pret this chart, however, the benefit/cost ratio appears to favor its more wide-
spread usein thefuture.

SUMMARY OF BASIC SCHEDULING COMPUTATIONS

The basic scheduling computations have been defined for arrow and node dia-
grams as the computation of the earliest and latest start and finish timesof each
activity; the computation of path float then follows immediately. In thischap-
ter a simple procedure has been presented to make these computations directly
on the network arrow diagram using special symbols. |
As an alternative, one may make them in atabular manner, separate from the
network. A tabular procedure is given in Appendix 4-1. In comparison with
computations on the network, tabular procedures are somewhat tedious and are
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less efficient than computations made directly on the network. A tabular pro-
cedure isincluded in this text primarily because of itsvaue in helping to under-
stand the logic of computer procedures used to carry out the basic scheduling
computations. Anyone planning to program acomputer for this purpose should
study these tabular procedures.

The computational problems resulting from the introduction of multiple ini-
tial and termina network events, or the introduction of scheduled timeson key
milestone events have been treated in this chapter. Their effectson the compu-
tational procedures are trivial; however, occasions may arise where they can be
profitably applied. The problem of network time status updating wasaso con-
sidered. Again this results in a trivial modification of the basic scheduling com-
putations, but it is an important procedure in the control phase of project man-
agement. Finally, the computational procedures associated with precedence
diagramsis given, for the cases where splitting of activitiesisor is not allowed.
In this procedure, activitiesare treated in their totality; early and late start times
are given for the beginning segment, and early and late finish timesfor the end-
ing segment of each activity.

After having developed arrow and precedence diagram procedures in this
chapter, it isclear that each has some significant advantagesover the other. The
uniqueness and simplicity of the arrow or node diagram are very desirable prop-
erties. However, the compactness of the precedence diagram, 9 activitiesin Fig-
ure 4-15 vs 25 activitiesin Figure 4-16, is dso a significant advantage for pre-
cedence diagrams. The latter advantage will be greatest in construction type
projects where concurrency of activities is the rule rather than the exception,
and least in some developmental type projects where concurrency tends to be
the exception. On this basis, one might conjecture that the use of precedence
diagramming will undoubtedly grow in the 1980s, but not to the point of com-
plete replacement of the arrow diagram.
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EXERCISES

1. a In Figure 4-6, suppose an activity 7-5 must be added to the netv‘vork
which requires 1 time unit to carry out. Will this change any of the
times computed in the basic scheduling computations?

b. What time valuefor activity 7-5 would causeit to just become cr|t|cal’>

c. Suppose the project represented by Figure 4-6 is the maintenance,of a
chemical pipeline in which activity 0-6 represents the deactivation of the
line. To minimize the time the line is out of service, when would you
schedul e this activity?

2. Redraw the network shown in Figure 4-7 and perform the network cor‘npu-

tations using the following scheduled times.

a Themain project isscheduled to start at time zero.

b. The activities leading to event 210 are scheduled to be completed 12
days after the start of the main project.

¢. The scheduled time for the completion of activity 108-211 is 20 days
after the start of the main project. ‘

d. The scheduled time for the completion of the main project (event 109) is
also 20 days. |

3. a Inexercise2 what isthecritical path?
b. In exercise 2 what is the effect of assigning a scheduled time of 16 to
event 106, or atime of 12 to event 1067

4. It is possible to modify the network in Figure 4-7 so that the correct basic
scheduling computations can be carried out by the simple proceduré de-
scribed at the beginning of this chapter. The required modifications arein
the form of dummy type activities with suitable time estimates. For exam-
ple, the addition of an activity 101-210 with a time estimate of 8 would
eliminate the multiple initial events. If the main project had a scheduled
completion time of 17, i.e., Lyge =17, what activity and time estimate
would eliminate the multiple end events?

5. A reactor and storage tank are interconnected by a 3" insulated processl line
that needs periodic replacement. There are valvesalong thelinesand at the
terminals and these need replacing as well. No pipe and valvesare in stock.
Accurate, asbuilt, drawingsexist and are available. The lineisoverhead and
requires scaffolding. Pipe sections can be shop fabricated at the plant. Ade-
quate craft labor isavailable. L

You are the maintenance and construction superintendent responsible for
this project. Theworksengineer hasrequested your plan and schedule for a
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review with the operating supervision.

The plant methods and standards

section has furnished the following data. The precedents for each activity
have been determined from a familiarity with similar projects.

Symbol Activity Description

Procure pipe

Erect scaffold
Remove scaffold
Deactivate line
Prefabricate sections
Place new pipes

Fitup pipe and Valves
Procure valves

Place valves

Remove old pipe and valves
Insulate

Pressure test

Clean-up and start-up

ozIras~—oTTmoow>

Develop required material list

Time (Hrs.} Precedents
8 -
200 A
12 _
4 LM
8 —
40 B
32 F, L
8 G, K
225 A
8 J, L
35 C E
24 G, K
6 1
4 o,N

a Sketch the arrow diagram of this project plan. Hint: at least three

dummy arrowsarerequired.

b. Make the forward pass calculations on this network, and indicate the

critical path and itslength.

c. For obvious reasons, activity E ' Deactivate line" should be initiated as
late as possible. What is the latest allowable time for the initiation of

thisactivity?

d. Listthevarious network pathsin decreasing order of criticality.

6. The network plan in exercise 5 issubject to criticism because failure to pass
the pressure test could result inseveral problems. How would you network
this project to avoid this criticism, and what isits effect on the expected

project duration?

Update the network given in Figure 4-6 based on the following activity
progress report submitted at the end of thefifth working day.

Activity Start Time
0-1
1-2
0-3
3-4
3-7
0-6
5-8

O WO g1

Finish Tim

Modifications

- Activity duration
estimate increased to
four days for 5-8.

a. What is the current status of this project with respect to a scheduled

completion time of 15 days?

b. What activities must be expedited t o aleviate the situation found in (a)?
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8. Referring to Figure 4-7 in the text, trace out the critica paths from end

10.

events 109 and 211, using only the forward pass computations shown on

the network.

a From thisinformation alone, can you say which pathisthecritical path?

b. Explain why you need the backward pass computations, or a portion of
it, to specify that 210-106-108-211 is the critica path.

Redraw the network presented in Figure 4-5 using the node scheme.

a Complete only the forward pass computations, and show that they are
adequate to identify the critical path, using the same procedure de-
scribed in thetext for Figure 4-5.

b. Complete the backward pass computations and the path float computa-
tions. Check your resultsagainst Figure 4-6.

Redraw the network presented in Figure 4-7 using the node scheme, and
show that the forward and backward pass, and path float calculations lead
to the same results as obtained with an arrow diagram.

Consider the precedence diagram network shown in Figure 4-19, with activ-
ity durations noted inside of each node.

a. Compute the early/flate start/finish times for each activity, assuming that
no splitting isallowed, the ES time for the project is zero, and the L.F for
the project completionis27 (let L F= EF = 27, caled the zero slack con-
vention). Note that INITIAL TIME =0 must be utilized to obtain the
correct ES time for activity C, and the TERMINAL TIME = 27 is re-
quired to obtain the correct L Ftimefor activities £ and G.

b. Repeat part (a) for the case where splitting isalowed on all activities.

C. Id%.ntify the critical path in parts (a) and (b), note the differencesin the
computed times, and indicate thetype of criticality for each activity.

d. Is :iplittmg of much significance in this network?

In thel section called " Arrow versus Precedence Method" in Chapter 3, a
projec& is diagrammed in two forms. The arrow diagram isshown in Figure
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12 in the form of an early start time bar chart. The equivalent precedence

diagram isshownin Figure 3-13.

a Compute the early/late start/finish timesfor each activity in Figure 3-13,
assuming splitting is allowed. Compare your results with the arrow dia-
gram in Figure 3-12.

b. Repeat part (a) assuming no splitting isallowed, and compare the results
with part (a).

c. Draw the precedence diagram for the entire project.

d. Compute the early/late start/finish times for the network in part (c), as-
suming splitting is allowed.

e. Repeat (d) assuming no-splitting is allowed.

f. Compare your results in parts (d) and (), and compare them with the
bar-chart output from K. C. Crandall's computer program (reference 2),
given below in Figure 4-20.

JUNE JULY
1972 1972
NTWTF MTWTF MTWTF NTWTF MTWTF MTWTF MTWTF MT
22222 233 11111 12222 22223 11
23456 90112 56789 23456 90123 67890 34567 01
1 5 10 15 20 25 30 35
BOT REIN FIRST FLR *RERXAX TTTTT
MECH ROUGH 18T FLR Fkk kkkAR kR
ELEC ROUGH 18T FLR A= Xf=== mm=mm momoo meeee -
TOP MESH FIRST FLR e v .
POUR FIRST FLR == -
BOT REIN SECOND FLR XAXXY ===== =====

MECH ROUGH 2ZND FLR
ELEC ROUGH 2ZND FLR
TOP MESH SECOND FLR
POUR SECOND FLR

BOT REIN THIRD FLR
MECH ROUGH THIRD FLR
ELEC ROUGH THIRD FLR
TOP MESH THIRD FLR
POUR THIRD FLR

* CRITICAL PATH

X NON- CRITICAL SCHEDULE
- SLACK (FLOAT)

Figure4.20 Computer bar chart of precedence network.

Develop an example to illustrate a precedence diagram activity that is Bi-
Critical (BC); that is, an activity that would cause an increase in project
duration for either an increase or a decrease in its duration.

Hint: Construct an activity that is reverse critical as a result of an active

predecessor constraint of the finish type (FFor SF) and an active successor
constraint of the start time type (5§ or SF). At the same time add con-
straints that make this same activity normal critical.

14. a. Complete the forward and backward pass calculations on the precedence
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eath activity.

D F
Test & debug | SF 15 Documert
program ) program
. 6 j\ 12
A | B
system specs. FF 4 program
B 12
C E
Collect — Run

system data program
4 6




APPENDIX 4-1
ALGORITHMIC FORMULATION

OF BASIC
SCHEDULING COMPUTATIONS

The hand-methods of performing the basic arrow diagram network scheduling
computations taken up in this chapter placed numerical entries directly on the
network. This is by far the most efficient hand method of carrying out these
computations. If, however, networks are to be updated frequently, or if in-
volved questions pertaining to resource alocation or time-cost trade-offs are
raised, then the basic scheduling computations must be carried out many times
on modified input data. For example, in the resourceallocation proceduresde-
scribed in Chapter 7, the basic scheduling computations may be repeated hun-
dreds of timesin the process of alocating resourcesto the project activities. In
such cases, it is clear that the efficient computer processing of networks.is very
important. In Chapter 11, the problems associated with the use of computers
are considered from a user's point of view. This appendix will deal with the
computer processing from the programmer analyst point of view.

Computer logic dictates that the basic scheduling computations must be car-
ried out sequentialy in some sort of tabular or matrix form. Thus, to introduce
the subject of programming a computer to carry out these computations, tabular
methods of hand computation will be described. This will be followed by the
presentation of a computer flow diagram to carry out the basic scheduling com-
putations for arrow diagrams. For computer methods to carry out the basic
scheduling computations on node diagrams, the reader is referred to Chapter 7
of the second edition of this text, or to the reference by Montalbano? given at
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tivities according to increasingi or j numbers. Fulkerson* hasgiven the follow-
ing simple procedure to accomplish thisend:

1. Number theinitia project event (event with no predecessor activities) with
1. (If there is more than one initial project event, they should be num-
bered consecutively in any order.)

2. Delete all activities from the initial event(s) and search for events in the
new network that are now initial events; number these 2, 3,...,kin any
order.

3. Repeat step 2 until the terminal project event(s) is numbered.

The network originally given in Figure 4-5 is reproduced in Figure4-21; it has
its events numbered in topological order. The information describing this net-
work is aso given in topological ordered matrix form. Each entry in the matrix
corresponds to an activity in Figure4-21. For example, in the row labeled initial
(predecessor) event 1, we see entriesin columns 2, 4, and 7. Theseare the final
(successor) events of the three activities bursting from event 1. The entries of 2,
2, and 1 give the estimated duration timesof their respectiveactivities, 1-2, 1-4,

Final Event | Earliest
Event
Initial Time,
Event / 1 2 3 4 5 8 7 8 9 E;
1 — 2 2 1 0
2 - — 4 2
3 —_ = - 1 6
4 — —_ —_ _— 5 8 2
5 4 7
6 — —_ - — —_ -_— 3 11
7 —_— - — — — — — 3 1
8 _ - — _ — —_ - - 5 10 -
9 —_ - _ = = _ - _ - 15
Latest Event
Time, Ly 0 7 11 2 8 12 7 10 15 —

Figure4-21 Arrow diagram and matrix representation of a project netwark.
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and 1-7. Dashes have been placed in the lower |eft hand portion of this
starting with the diagonal cells, to denote that activities corresponding
cellsare ngt possiblein atopologically ordered matrix. Blanksin the upper right
hand portion of thismatrix indicate that whiie the corresponding activity is f)os-
sible, it isnot present in the particular network represented by the matrix. |
the computations by using the matrix in Figure 4-21 to carry jout
of the earliest and latest event timesgiven by equation
£, =0 inthefirst row of the column giving the Es.
entries in the column headed by j = 2. There is
activity in the network precedes event 2. We
in thelast column of thissamerow, E4 =
in the second row of the E; column.
we reach column 6, which isthe
Ey+D; g=TandEs +Ds

Eg= MaX (£3 D3 6 =7.E5+Ds ¢ =11)=11.
i=3,5
values of L;, we start by arbitrarily letting Ly =E4 = 15,
convention described
8. There is only
in the L; row for column 8. Again, we proceed
this mannkr until we reach row 4, which is the first row that
than one BI:ltry. HerewenoteD, s = 5and Dy g = 8, s0 that L, becomes
Ly=Min (Ls -Dy5=3,Lg D4y 5=2)=2
i=5,S
note that L, = £, = 0, whichisacheck on the accuracy of our
welet Ly = Eq =15.
and latest activity start and finish times and the total
float can BEow be computed in a straightforward manner using
through (7). These results have been given previously in Table 4-2
different event numbers) and hence will not be repeated here.
illustrated in Figure 4-21 readily

w-~~—--——*-g the basic scheduling computations for

exceedinglﬂf interesting exercise, becauseit permitsingenuity to be
great degree. Rather than following directly the computational
trated in Figure 4-21, a more general approach will be taken
minimum of requirements placed on the input network data.
assumption that i <j for dl i - 7, and the requirement of a



124 I / Basic Topics

START |
t

Count number of activities
ending in each mode

Activity EST is the maximum of:
al node /! early time

b) Activity's earliest scheduled
start time or its gctual start time

}

Activity EFT =
activity EST+ duration
(done by date subroutine)

NN = activity's successor
node numbeTr SIS

+

Early time of node NN is
the maximum of

al current early time of
node NN

b} activity’s|EFT

Subtract 1 from count of
node NI\, and sawe order in
which the activity entered
the solution set

SetJ~=J+1

in the network?

4| in solution set equal to —_
NACT?

TO BACKWARD PASS

Figura 4-22 Flow diagram of logic for the basic forward and backward pass calculations.
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BACKWARD PASS

Set all node late times
to required project
completion date

l
I
KLth activity's LST =
a) activity's actual
start time, or
b) activity's duration
subtractedfrom the
minimum of the activity's
scheduled finish time or
the late time of the
activity's successor event
{by date subroutine).

node's current late time

M Seti=i+1 |

(11} late time as the minimum of: ‘

Figure 4-22  Continued.

numbers far each activity will not be made. The network must, of
and hence no duplication of event numbersisallowed.
to indicate the presence of
in the computational procedure to terminate the

such a computational procedure isgivenin
presence of a loop in the network is detected by noting
been addé‘d to the solution set in the forward pass
through the list of network activities. One
pass computations are greatly facilitated

the activities in making the forward pass
activitiesin the reverse order in the backward pass. The computer code for| this
enin FORTRAN V,isgiven in the second edition of this text.




APPENDIX 4-2

ALGORITHM FOR BASIC
SCHEDULING COMPUTATIONS
FOR PRECEDENCE
DIAGRAMMING WITH
SPLITTING ALLOWED

This algorithm, which allows activity splitting, is applied in the same manner as
described above for the agorithm where no splitting isallowed. Thatis, it isap-
plied to each project activity in topological sequence, with the samedefinitions
of the terms INITIAL TIME and TERMINAL TIME. Thereisonemgjor differ-
ence, however, and that is the requirement to ""evaluate' each activity for com-
putational purposes, to seeif splitting is potentially required. In thisevaluation,
an activity need only be considered as having amaximum of two segments, even
though it can be shown that an activity can subdivide into many segments. For
the precedence diagram network in Figure 4-15, it is shown in Figure 4-16 that
activities B, D and F split into 3, 3, and 4 segments, respectively. However, only
two segments need be defined in either the forward or backward pass calcula
tionsto follow.

If an activity is"split" during the calculation process, it is necessary to note
the number of daysin the first segment asit could impact the early start of fol-
lowers of the split activity. That is, in those cases where there isa start-to-start
constraint and the first segment of the predecessor has fewer daysthan required
by the start-to-start relation, the follower cannot start until after a portion of
the second segment is complete. In this case, the start of the follower will be
delayed by the amount of the idle time between the split segments of the
predecessor.

The issue is then to know easily when an activity is" split."* There are two
cases that can force splitting; both set the early finish of a follower at a date
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the early start of the follower plusits duratiop. The first, and b& far

sommeon. case is when afinish-finishfactor determines theearly finish
x (j). This situation occurs in Figure 4-11e where FF = |

id electrical causesEF = 11 for electrical, which isgreater than

= 7. The result isthat electrical issplit into two segmentswith ad idle
- 7=4 time units. The last segment has a duration of 1 to presérve
ity of work flow, since FF =1, and the first segment has adurilﬁon
4. The duration of the first segment will be designated by &, and is
asfollows, for the case where EF; isset by EF; + FFy:

ond situation where an activity can be split during the forward itera-
ves the SFy; factor. When this relationship exists between two activi-
redecessor can cause the follower to have an early finish greater than
The EF of the follower in thiscaseis:

condition establishesthe early finish of an activity, the length of the

:nt must once again be determined-to preserve work flow and is clearly :

ual value of o; isimportant in the evaluation of theearly start olfol-
activity (), when the relation to such followersinvolvesstart-tosstart
4s in all network evaluations, the forward iteration usesloca &iaxi-
establish early start and finish values. When the relation

:ludes start-to-start factors, the potential vduefor the

s related to the early start of the predecessor and

is required to have been completed on the

$8,7) may be greater than the number of

sdecessor, and if this is true the potential early start of the follower
wunt for the additional time units still remaining to be accompli;lshed.
me by the following equation: Potential ES; = EF; - D; + §5.

| effectively creates a pseudostart for the predecessor, asthough

plit segments, and the potentia early start of the follower will be

sper number of completed time units on the predecessor. This $itua-
ts in Figure 4-15 at activity F. Here, the £Fy = 31 time is set bﬁ/ the
factor between activitiesE and F, i.e.,

resultsin an e value of 4 for theinitial

F=11-7=4. But the §8pg =8 factor between activities F and G
he first portion of activity F to have a duration of 8; hence

ring a pseudo early start. If activity Fstarted at itsESy = 15

time units, then it would have to be interrupted for 5 time
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the last portion of F could be started and run for the remaining 7 time units.
Thisinterruption is required in order to satisfy the FFgy = 7 factor. The 5time
unit delay is accounted for in the pseudo early start caculation for activity F,
when evaluating the early start time of activity G. That is, £Sg = EFp - Dy +
SSpg =31 - 11+ 8= 28, which is 3 time unitsgreater than taking ESg = £S5y +
SSpg = 15+8=23.

The backward iteration evaluates|ate starts and late finishesand hasthe same
complication as the forward iteration in that activities can aso split during these
caculations. Basicdly, an activity splits when its late start is set less (earlier)
than the late finish minus its duration, that is, LS; < LF; - D;. Thesituation is
completely analogous to the setting of early finish in the forward iteration.
Once again the computational procedure must recognize this situation and re-
cord the duration in the second segment (8;) which is thereby created.

The complete computational agorithm for the case where activity splitting is
allowed isasfollows.

Forward Pass Calculations —Splitting Allowed

Apply thefollowing 3 stepsto each project activity in topological order.

step 1. Compute the early start time (ES;) of the activity (j)in'question. It
is the maximum (latest) of the set of start times which includes the
INITIAL TIME, and one start time computed from each start-time
congtraint of the form F§;; and S, going to activity j, from prede-
cessor activitiesindexed by i.

(INITIAL TIME

EF;+ FSy (for each £5'; constraint)
EF; - D;+ 58y (for each §8y; constraint with
ES;=MAX 0; <S5%)
ali
ES;+ 58 (for each 8§y constraint with

a; 2 885, or wherea;
was not required)

sTep 2. Compute the early finish time (EF;) of the activity () in question.
It is the maximum (latest) of the set of finish times which includes
the early start time plus the duration of the activity / in question
(ES; + D), and a finish time computed from each finish-time con-
straint of the form FFy or SFy, going to activity j, from predecessor
activitiesindexed by i.
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EF;tFFy (for each FF;; constraint)
EF;- D;+SFy (for each SF; constraint with
alli o; < SFy)
ES; +SF;; (for each SF; constraint with
o; = SFj;, or where o
L was not required) ¥

sTep 3. If EF; > ES; + Dy, then compute « for activity j asfollows:

- {Dj - FFy: if EFy wasset by an FFy; constraint
D; _ SFy; if £F; was set by an SF;; constraint

Backward Pass Computations—Splitting Allowed

Apply the following 3 steps to each project activity in reverse topological orde.fr.

STEP |. Compute LF;, the late finish time of the activity (i) in question. It
is the minimum (earliest) of the set of finish timeswhich includes
the TERMINAL TIME, and a finish time computed from each finish-
time constraint of the ferm FSy or FFy, going from activity i, to
successor activitiesindexed by j.

LS; - FSy; (for each £35Sy constraint)
LE, = MIN< LS;+D; - FFy (for each FFy constraint with
all j B < FFy)
LF;~ FFy (for each FFy; constraint with
B;j 2 FFy, or where
L B; was not required)

STer 2. Compute LS;, the late start time of the activity (7} in question.
is the minimum (earliest) of the set of start timeswhich includes
latest finish time minus the duration of activity i (LF; - D), amﬁ a
start time computed from each start-time constraint of the form S5
or SF;;, going from activity i, to successor activitiesindexed by j.
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LS; - 58y (for each 85 constraint)
1S, = M LS;+D; - 8F;  (for each SFy constraint with
.y B; < SFp)
LF; - SFy; (for each S; constraint

B; = SFy, or where
B; was not required)

STEP 3. If LS; < LF; - D, then compute 8 for activity i asfollows:

- 884 if LS; wasset by an S8y constraint
- D;-8Fj;  if LS, wasset by an SFy constraint

Example Problem

The example previously given in Figure 4-15 shows the results of applying the
above algorithm during the forward and backward pass calculations, for the case
where splitting of activitiesis allowed. Some of the calculations are shown be-
low for the forward pass.

Activity A
ES, ={INITIAL TIME=0}=0
EFA=ESA +DA=0+12=12

Computation of a4 is unnecessary since EF, = 12 is not grester than ES, +
DA = 12)

Activity B

J’INITIAL TIME =0
ESg = MAX =3
ESA+SSAB=0+3=3

EFB=,\MX =17

{ESB+DB=3+10= 13 }
A

EFp +FFpg=12+5=17

(Since EFg > ESy + Dy, caculate ag)
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Activity D
ESp+Dp=0+12=12
EFp =MAX =15
B ESB+SFBD=3+(2+]0)=15
(Since EFp > ESp + Dp, calculate ap) A T A

ap =Dp - SFpp =12-10=2

Activity €
INITIAL TIME =0
ESCzM =3
A ESA+SSAC=0+3=3

{ESC+DC=3+18=21 }

EF¢ = MAX
EFp - Dp +SFpc =15- 12+ (7 + 14) =24

D

=24

Note: The formulaEFp -~ Dp + SFpc Wasrequired since
ap =2 < SFpc =17
(Since EF¢ > ES¢ + De, caculate a¢)
ac =D¢ - SFpc = 18- 14=4
etc.

A portion of the backward passcalculationsare asfollows:

Activity |
LFp = {TERMINAL TIME =38) =38
LS[=LFI_DI=38_7=31

(Computation of gy isunnecessary since LSy = 31 isnot lessthan LFy - Dy

Activity F

LFg = {TERMINAL TIME =38) =38
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(SinceLSF <LFF - Dy, calculate fg)
ﬂFzDF‘SSF(_‘,:Il -8=3

Activity C
TERMINAL TIME = 38
LFEo=MIN LSy + Dy - FFep=20411-5=26»=26

o Ly - FFey =35-3=32
Note: Middle equationwasrequired since fg = 3< FFcy = 5.

LSc=MIN {LFc-Dc=26-18=8}=8
(Computation of B¢ isunrfégeesary snceL.S¢ = 8isnot lessthan LF¢ - D¢ = 8)

etc.

These computational resultsare shown in Figure4-15. Thetwo critical paths
through thisnetwork are shown at the top of the figure.



PROJECT
COST CONTROL

From the preceding chapters it should be clear that PERT/CPM and precedence
diagramming are time-oriented methodologies. They permit the development of
time-based plansand schedulesfor projectsin great detail, and the monitoring of
actual versus planned times. The basic procedures described in these previous
chapters have, in fact, often been termed "'time-only'* methods because they do
not explicitly consider possible constraints on the available resources (e.g.,
money, men, and equipment) which may be needed for completion of project
activities. While specific resource requirements (e.g., number of men) are im-
plicitly assumed in deriving the time durations associated with activitiesin the
network diagram, resourcesavailable are ignored.

Although the developers of CPM included a provision for activity time/cost
trade-offs, the scheme was used only as a means of determining the ""best™" (in
terms of minimum total cost) activity times for use in scheduling the project.
That scheme, which is decribed in Chapter 8, was not designed for complete
project cost control andis not in any senseacost accounting/control system.

In spite of the time-only orientation of the basic PERT/CPM scheduling
methodologies, it was recognized very early on that by adding activity costs to
the network diagram a potentially powerful means of improving project cost
planning/control could be obtained. Conceptually, this addition was not diffi-
cult, since none of the basic network scheduling rules were changed. For ex-
ample, consider the simple activity-on-node network in Figure 5-1, previously
shown asan arrow diagramin Figure4-6. In addition to time durationsfor each
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Figure 8- Illustrative network with costs of performing each activity.

activity, the estimated total cost of performing the activity is shown beside each
node. The total activity cost is assumed to be spread evenly acrossactivity dura-
tion, so that a per period cost can be calculated for each activity. Performing
the basic scheduling computations on this network will produce the earliest and
latest start and finish times for each activity as shown in Table 5-1, which also
summarizes the duration and cost datafor each activity.

If al activities are assumed to start at their early start (£5) times, and costs
are summed cumulatively across time periods, the ES cumulative cost curve
shown in Figure 5-2 will be obtained. Similarly, by starting activities at their
late-start times the LS curve shown will be obtained. If the activity costs are
the total costs associated with this project the region between these two curves

Table5.1. Time and Cost Data for Illustrative Network

Duration. ES LS Total Cost, Cost per

Activity Weeks Time Time Dollars Week
0 5 $1400 $700

0 0 1000 500

0 6 0 0

2 7 6400 1600

2 3 2500 500

2 2 8000 1000

1 7 1800 600

6 11 0 0

7 8 800 200

10 10 3500 700

11 12 4200 1400
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Figure5-2 Cumulative cost curves for network in Figure 5-1. ‘

is the area of possible project budgets. A schedule to achieve a particular budget
in this region can be determined by starting activities at specific timesbetween
their ES and L S times. For example, in some casesit may be desirableto havea
relatively straight line of cumulative costs from project start to finish (Le., a
uniform rate of expenditure). This can be approximately achieved by juggling
the scheduled start times of activities within their alowable limits. TheréI are
aso other, more systematic, procedures for choosing the activity start times
which meet such a uniform rate of maximum per-period expenditure constraint.
These procedures are covered in Chapter 7, which discusses limited-resohrce
scheduling procedures. These procedures can be applied to the cost planning
problem by treating money as a type of resource whose availability by Eme
periodsislimited.

As this simple example illustrates, the network and critical path
computations can be used as vehicles for producing useful
project costs. In this case the information produced is
However there are also other important questions having
which can be answered with the use of network-based
discusses some of these procedures, which deal primarily with the following
basic questions:

What are the actual project coststo date?

How do the actual costs to date compare with planned coststo date?

What are the project accomplishments to date?

How do the actua costsof the accomplishments to date compare with [the
planned costs of these same accomplishments?

5. By how much may the project be expected to overrun or underrun the
total planned cost?

rwnp
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6. How do the above questions apply to various subdivisions and levels of
interest within the project?

Some examples of the type of project-based systems and procedures which
have been developed to provide answers to these questions will be given in this
chapter. First, however, it ishelpful to understand some of theimportant prob-
lems associated with their development and implementation as well as their
historical background.

BASIC PROBLEMS IN NETWORK-BASED COST CONTROL

While in theory the concepts of cost control based on the project network are
not complex, the design and implementation of a practical cost control sys
tem is not readily accomplished. The fundamental problems facing the system
designer may be classified as( 1) those related to organizationa conflicts, and (2)
those related to the necessary efficiency of the system. The basic organizational
problem is the conflict between the project approach of network cost control
and the fundamental approach of cost accounting procedures found mostinin-
dustry. This conflict is manifest particularly in the design of input and output
phases of network control systems. The input to a network-based system re-
quires the development of an activity accounting procedure by which actual ex-
penditure data are coded to provide association with activities (or groups of ac-
tivities) in the project network. The output from the system likewise must
be project-oriented to provide project summary reports, organized by time pe-
riod, areas of responsibility, and technica subdivisionsof the project.

The efficiency of the system is a problem because network-oriented systems
lend themselves to major increasesin the amount of detail available to the mana-
ger. Thelevd of detail is both the promiseand the inherent hazard of such sys-
tems, and it is one of the primary tasks of the system designer to achieve the
level of detail that provides the greatest return on the investment in the system.
A network-based cost control system can easily require routine input datain
quantities and freguencies that project personnel find extremely burdensome.
Unless the requirements are reduced and the procedures simplified, the system
will cometoan early death. Similar dangersliein the design of the data process-
ing and output phasesof the system. The use of precedence diagramming, which
often reduces the number of network activities by 50 percent or more, offers
some promise here.

Activity Accounting

Basic CPM/PERT systems gained acceptance rapidly because the critical path
concept filled a generally recognized need for improved, formal proceduresfor
project planning and scheduling. In the cost control area, however, formal ac-
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counting procedures were established long before the beginning of PERT/CPM.
Thus, one of the greatest obstacles to the use of network-based cost control,
has been the difficulty of developinga network-based system compatible with
the established accounting system.

Generally speaking, accounting systems in organizations engaged in project-
type endeavors are designed to plan budgets and to report expenditures both
by organizationalunit and by project. However, theemphasisis on the organiza-
tional unit accounts (section, department, division, etc.), inasmuch as the ohjec-
tives of the accounting system are summaries of expenditures by the functional
elements of the organization. Where the accounting codes also permit su
ries by project, the project summary represents the lowest level of
reporting available to the operating management. The purpose
path approach, on the other hand, is to provide more detailed
control wthin the project.

Cost data, like time data, must be applied to project
and recording of expenses both by cost item and by
means that a more elaborate system is required. Not
and figures to deal with, but there are many typical
application of cost data to a project network:

1. Electronic testing gear is purchased for use in severd activitiesin the proj-
ect. Should the cost of the gear be assigned entirely to the purchasing
activity, when the expenditure actually occurs, or should it be allocated
over the activitiesinvolving use of the gear?

2. What cogt, if any, should be assigned to the curing of concrete? Approva
of shop drawings? Negotiation of asubcontract?

3. Should overhead be included or only direct costs? If overheadisincluded,
isit computed the sameway for al activities?

4. How should the costs associated with project management be shown, as
activitiesor as overhead?

Such questions arise largely from the fact that basic time-oriented net
and the list of project cost items represent two different setsof data.
the sets largely overlap, many elements of the project which involve costs have
not been shown in the network. Thisis particularly true of
other overhead expenses. Certain other activitiesinvolve no
sume time and perhaps should account for a portion of the
ous answers to these activity accounting problems have
will give some examples of cost control systems
counting later. But first it isimportant to review
cost control and to understand the concepts of work breakdown structure
and work packages.
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HISTORY OF PERT/COST

As noted earlier, the idea of collecting costs on the basis of network diagram ac-
tivities was recognized very early as a potential means of improving project cost
control. A few manual procedures and computer programsto answer the 4 cost
questions listed earlier were developed by individua CAM and PERT usersin
the period 1959-62. In 1962, a major boost to the interest in network-based
cost control was provided by agencies of the U.S. Government. The Department
of Defense and the National Aeronautics and Space Administration jointly is
sued a manual entitled DOD and NASA Guide, PERT/Cost Systems Design:
which emphasized the cost control aspects of " PERT-type systems."” Severd
companies and agencies in the aerospace field had already been working with
various PERT Cost procedures and computer programs, but the DOD and NASA
Guide sarved to formalize the interest of the government and thus to inititate
active development of the procedures throughout the aerospace industry. By
mid-1963, the use of PERT/Cost procedures had become a requirement in cer-
tain military research and development projects.

One of the key features of PERT/Cost was the utilization of a'"Work Break-
down Structure' (WBS} to show the hierarchy, or levels, of taskswithin aproj-
ect, and the definition of "work packages' at the lower or basic levels of work.
The WD-NASA Guide described these concepts asfollows:

End Item Subdivisions. The development of the work breakdown structure
begins at the highest level of the program with the identification of project
end items (hardware, services, equipment, or facilities). The mgjor enditems
are then divided into their component parts {e.g., systems, subsystems, com-
ponents), and the component parts are further divided and subdivided into
more detailed units. ... Thesubdivisionof thework breakdown continuesto
successively lower levels, reducing the dollar value and complexity of the units
at each level, until it reaches the level where the end item subdivisionsfinally
become manageable units for planningand controlpurposes. Theend item sub-
divisions appearing at thislast level in the work breakdown structureare then
divided into major work packages(e.g., engineering, manufacturing, testing).

The DODNASA Guide suggested that the basic work packages might be
formed by the same individual activities, or groups of activities, used in the
PERT/CPM network. Figure 5-3 shows, for example, an illustration from the
Guide of thelevel-by-level WBS and use of network activities aswork packages.

The specification of network activities as the basic cost control unit was
widely misinterpreted as meaning that individual network activities should d-
ways comprise work packages. This created numerous problems with respect to
the acceptance of PERT/Cost. There was belated recognition of the fact that it
was often impractical for contractors to budget and report costs by PERT/CPM
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Figure5-3 Sample work breakdown structure showing accounting identification ¢¢

network activities. AsJ. R. Fox, a member of the original PERT/Cost de
ment team, notes: *

... the design group intended to make clear that the work breakdown
ture, not the network, was the basis for cost planning and control. In
spect this was far from clear. Confusion arose because many defens
tractors as wel as other government agencies were developing thei
versons of PERT/Cost. Severa of these versions called for the use of

networks in the budgeting and reporting of costs by network activities
quirement that resulted in the collection of vast amounts of very detaile
information.

By 1964 more than ten variations of PERT /Cost existed throughout
and NASA, most of which called for costing of PERT network activiti
the submission of detailed cost information on a monthly basis. Contr
recognized the impracticality of these systems and created their own F
Cost groups to prepare reports for DOD. These groups operated sepa
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from management teams responsible for the actua planning, scheduling bud-
geting and measurement of program performance. Government auditors de-
cided that PERT/Cost groups were a legitimate overhead expense that could
be charged to the government. Many contractors considered PERT/Cost as
the basisfor negotiating higher overhead rates. . . .

Because of the confusion and resistancefo PERT/Cost throughout the defense
industry, the Air Force, in 1964, developed simplified standards by which a con-
tractor's internal cost management system could be measured before the com-
pany could qualify for defense work. These specifications contained some es-
sential elements of the original PERT/Cost system, including the WBS concept,
but did not include detailed reporting of cost information from PERT/CPM net-
work activities.

DEVELOPMENT OF C/SCSC

The simplified criteria developed by the Air Force in 1964 were subsequently
developed into an improved set of criteria which were issued under DOD in-
struction 7000.2 *““Cost/Schedule Control System Criteria (C/SCS8C).” These
criteria retained the advantages of some of the essential elements of PERT/Cost,
and yet also reflected current industry practice. AsFox notes:*

It became clear from the PERT/Cost pilot tests that cost planning and control

could be based on a system that was used on most largecommercial develop-
ment and production programs. This cost information could be based on a
WBS that subdivided the program or project according to the manner in which
work responsibility was assigned. Project work was traced down through sev-
era levels of work definition to the point where short-term work packages
could be identified as the basis for planning and controlling manpower. Bud-
gets were then established for each short-term work package. Costs were
estimated at every level of the WBS to arrive at a total cost estimate for the
program or project. As a contractor began a development program, actual

manhours and costs were assigned to the work packages. As work wascom-
pleted the contractor could compare estimates of cost for short-term work
packages with the actual man-hours and cost required to accomplish the work.

Thus the contractor would keep a constant check on whether work was cost-

ing more or less than was estimated.

Inline with Fox's observation, the DOD C/SCSC implementation Guide® con-
tinued the WBS philosophy of the earlier DOD-NASA Guide, and commented on
work packagesas follows:
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A work package is simply a lower level task or job assignment. “Work
package' is the generic term used to identify discrete tasks which have| de-
finable end results. A work package has the following characteristics:

. It represents the units of work at levelswhere work is performed.

It isclearly distinguished from dl other work packages.

. Itisassignableto asingle organizationa element.

. It has scheduled start and compl ete dates.

It has a budget of assigned value expressed in terms of dollars, 1 an-
hours or other measurabl e units. /

. Its duration is limited to a relatively short span of time, or it is|ub-
divided by discrete value milestones to facilitate the objective mej Te-

ORWNP

o

ment of work performed.
7. It is integrated with detailed engineering, manufacturing or ol her
schedules.

In an attempt to increase the flexibility of its cost accounting requiremé‘znts
the C/SCSC Guideincluded new provisionsfor establishment of **cost accourts™
and clarified the establishment of organizational responsibilitiesfor elements of

the WBS Asthe Guide states:

The lowest level at which functional responsibility for individua WBS
ments exists, actual costs are accumulated and performance measureme
conducted, is referred to as the cost account level. Whileit isusually located
immediately above the work package level, cost accounts may be located at
higher levels when in consonance with the contractor'smethodof managemknt.

In addition to its function as a focal point for collecting costs, the cost ac-
count in a performance measurement system is also the lowest level in|the
structure at which comparisons of actual direct costs to budgeted costs are
required, although some contractors also collect costs and make comparisons
at the work package level.

While the WBS defines and organizes the work to be performed, the ;on-
tractor's organizationa structure reflects the way the contractor has organized
the people who will accomplish the work. To assign work responsibility to
appropriate organizational elements, the WBS and organizationa structure
must be interrelated with each other. Thisinterrelationship may be visualized
as a matrix with the functional organization element listed on one axis and
the applicable WBS elements listed on the other [see Figure 5-41. Further
subdivision of the effort into work packages may be accomplished by assign-
ing work to operating units.

The WBS concept promulgated in C/SCSC, with its associated
provisions for establishing work packages and cost accounts,
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tical compromise in the concept of activity accounting for business organiza-
tions, particularly in the agrospaceindustry. The approach should be applicable
in many industries where network-based cost control isdesired. Inthe constiuc-
tion industry, for example, the lowest level work packages may be identicai or
nearly identical to the bid items in the project. In some cases the work pack‘ ge
would be represented on the network by asingle activity; in most casesit would
be comprised of a group of activitieswithin a division of the project, such asthe
concrete work for the first floor of a building. The specific work organization
and cost accounts established would naturally vary with the type of project,
areas of responsibility of the foremen and superintendents, the capabilities of
the cost accounting system, and other factorsrelated to the particular

and its projects.

MONITORING PROJECT COSTS: VALUE OF WORK PERFORMED

As noted earlier, an effective cost control system not only permitsthe establish-
ment of realistic budgets or plans, but also includes provision for monitoring
actual costs. Thisis done by measuring expenditures against budget and identi-
fying variances so that corrective action may be taken when required. Sihce
schedule progressis also often monitored by measuring actual activity time per-
formance againgt estimated times, this means that two separate streams of| in-
formation, time data and cost data, are flowing to the project managers. The
collection, manipulation, and analysis of even one of these two streams of
data typicaly present significant problems for management. For example: in
the case of direct labor costs, these are typically recorded on weekly time cdrds
which require the distribution of each individual's time over the activitied in
which he participated that week. If a network-based cost approach like PEﬁT/
Cost is used, employee activities must be defined in terms of, or coded to ¢or-
respond to, specific network activities. Requirements such as this can add sig-
nificantly to the paperwork burden of project personnel, and can be an impor-
tant factor in the acceptance or rejection of the system.

It isinteresting to note the C/SCSC provisionsfor data collection and rep
ing, since they are directed at easing some of the problems stemming from
added requirements of time and cost progress reporting. The C/SCSC objec
is an integrated time/cost progress monitoring/control system. That is, it ﬁro—
vides information about project time and cost performance from a single data
collection stream. The particular data collected is based on the V\BS structure
and utilizes the three key cost performance measures.

The key cost measures, defined in (8), can be summarized as

Actual Cost of Work Performed (ACWP) is the amount reported asactu _
expended in completing the particular work accomplished within a given
time period.
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Budgeted Cost of Work Perfomed (BCWP) is the budgeted amount of cost
for the work completed in a given time period, including support effort and
alocated overhead. (This is sometimes referred to as ' earned value of work
accomplished".)

Budgeted Cost of Work Scheduled (BCWS) is the budgeted amount of cost
of the work scheduled to be accomplished in a given time period (including
support and allocated overhead).

Although C/SCSC requires the collection of these costs by cost account level,
these costs can be collected at any level of effort (i.e., project task, subtask,
work package, etc.). These cost measures are utilized in establishing both cost
and schedule (time performance) variances asfollows:

Cost variance= BCWP- ACWP
Schedule/Performance variance = BOWP - BCWS

The use of both cost and schedule variances calculated in this fashion provides
an integrated cost/time reporting system which measures cost performance in
relation to the work accomplished, and ensures that both time scheduling and
cost budgeting are constructed upon the same data base.

Figure 5-5 shows a popular graphic report from such an integrated time/cost

Millions
of dollars
Percent :1 gg t —_ i = Cost overrun
overrun _ - P -
450 [ = |
Percent 5% | |
underrun - |
+3C - )
Months £ i — ...J1 Months behind
behind +1 - — -
- — |
Months of I
ahead -1r
1 i | 1 1 1 1 1 1 1 1 1 1 | 1

1981 1982

Figure5-5 Performance report from integrated timefcost control system.”
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control system. The Budgeted Cost Schedule curve (BCWS), isessentially

of cumulative costs corresponding to a particular schedule of activity

& illustrated earlier in this chapter. The report shows that budgeted
tures up through October 31, 1981 (*'today"* on the graph) were $3.6 milhion.
Actua costs expended in the performance of project activities(i.e., ACWPb are

costs have consistently exceeded budget for the past severa months.

pected. However, if the project is just on schedule,

geted for the tasks involved. The *"Vdue of
displaysthisinformation.
The fact that the actual costs curve is

value of work completed, BOWP, ($2.3 million) by $2.3 million, which is an
overrun of 100 percent. The ""Cost Overrun' curve in the lower part

figure is a plot of the calculated percent over- or underrun at any

This percentageis obtained by the calculation:

(ACWP) - (BCWP)
(BCWP)

where a negative value indicates an underrun has occurred.

In this example, the Value of Work Completed curveis aso below the Bud-
geted Cost curve, which indicates that the project is behind schedule. The
amount of delay at any particular timeis taken as the horizontal distance be-
tween the Value of Work Completed curve at that point in time, and the Bud-
geted Cost curve. For example, at the current report date, work budgeted at
$2.3 million has been completed. But that same amount of work wasoriginally
scheduled to have been completed about the middle of August, which means
that the project is about 23 months behind schedule. The **Months Behind"
Curve at the lower part of the figureisarunning tally of the number of months
behind. It showsthat the project hasfallen farther and farther behind schedule.

% overrun (underrun)

*The Value of Wark Completed is also sometimes referred to asthe “earned value”
"earned value of work performed,” asnoted earlier. For thisreason, this approach
termed the" earned valueapproach” to cost control.
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Figure5-6 Planned schedule and costs of major tasks, prototype development project.

These cost measurement concepts are also useful for cost control at the task,
subtask, or work package level. For example, Figure 5-6 showsthe major tasks
of a planned 10-month prototype development project. Total project costsare
estimated at $1.865 million. Of this, $765,000 is engineering work. Assume
that the project hasbeen under way for 3 months and we wish to know how the
engineeringwork is progressing.

A separate schedule of the project engineering work is shown in Figure 5-7,
which indicates that 9 major subtasks are involved. The veritca dashed line in
Figure 5-7 indicates the report date; ascan be seen, 3 tasks have been completed,
5 have been started and are in progress, and 1 hasnot yet been started asof the
reporting date.

Figure 5-8 shows the type of information which might be collected on the
engineering subtasks at the end of the 3rd month, using the cost measures de-
fined earlier (BCWS, BCWP, ACWP). This report shows that each of the 3 com-
pleted tasks has experienced a cost overrun, ranging from dight ($500) in the
case of Material Tests to substantial ($13,000) in the case of System Design.
Given this information, the status of the 5 tasks currently in progress is of
considerable interest. Their statusissummarized in Figure 5-9, which interprets
the significance of the cost measure relationships and projects total engineering
costs at completion, based upon progress to date. As can be seen, engineering
work is generally behind schedule and over cost. If the present rate of progress
continues, total cost for these tasks will be $812,000 instead of the originally
estimated $765,000.

The cost measurement concepts illustrated by these examples represent an
important step towards the development of effective, implementable cost con-
trol procedures in project management. While these procedures are today used
primarily on government-related projects, they are equally applicable to private
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Figure 5.7 Major engineering subtasks, prototype development project.

ENGINEERING SUBTASKS STATUS AT END OF MONTH 3

(thousands of dallars}

Task Status BCWS BCOWP
System design Completed
Subcontract specs Started
Material tens Completed
Specs review Started
Drafting Started
Fabrication/assembly support Completed
Fabrication/assembly process Started
Test support Started
Engineering release and review Not Started

Total

Figura 5-8 Status report on engineering subtasks at end of month 3.
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Task BCWS BCWP ACWP Status
Subcontract specs $132 $82 $84 Behind scheduleand over cost
Specs review 22 15 15.5 Behind scheduleand over cost
Drafting 97 59 59 Behind schedulebut within cost
Fabrication/assembly process 100 63 67 Behind scheduleand over cost
Test support 21 21 21 On schedule and within cost

449
Estimate to complete: Ty X 765 =$812 K

Summary: Engineeringwork is behind scheduleand a cost overrun is occurring.

Figure 5.9 Status summary of engineering subtasks in progress and estimate to complete.

sector projects. The evidence suggests that more and more private-sector com-
panies arevoluntarily adopting these procedures.

AN EXAMPLE OPERATING SYTEM: METIER'S ARTEMIS

The ARTEMIS project mangement system developed by the Metier Company
is representative of the wide variety of commercially-available computer soft-
ware ""packages” available today. General characteristics of the system are given
in Chapter 11 along with a number of other systems. The ARTEMIS system is
unusua both for its completeness of time scheduling and cost control options
and for its unique seftware/hardware configuration. It involvesacomprehensive
collection of software programs fully implemented on a minicomputer. The
complete system is designed for easy mobility to distant project sites; success
in this regard is suggested by the fact that in 1981 more than 300 separate
ARTEMIS installations were reported operating in 22 different countries. The
software package offers cost management procedures that incorporate the con-
cept of WBS Work Package costing, and Earned Vaue measurement specified
in the C/SCSC criteria and illustrated earlier in this chapter.

The demonstration project illustrated here is a waste disposal plant con-
struction project consisting of about 600 activities with a duration of about
24 months. A portion of the project WBSis shown in Figure 5-10; the Organiza
tional Breakdown Structure (OBS) is shown in Figure 5-11. The project has
4 WBS levels and approximately 100 work packages, each containing several
network activities. Each work package has a Work Package Code, an OBS code
and adescription. For each work package the followinginformation is stored:

e baselinestart and finish dates

e current planned start and finish dates
e basdlinebudget cost
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Figure 5-10 Work breakdown structure for demonstration project.
o ACWPthis period
e ACWPto date
o forecast coststocomplete
e BCWSthis period
e BCWSto date
o BCWP this period
e BOWPto date
o Work Package percentage complete
The basdline data referred to aboveis calculated asfollows: prior to project start

the Original Early Start (OES) and Original Early Finish (OEF) are calculated
for each network activity. The calculated origina schedule start and finish dates
are then summarized up to work package level to give the schedule baseline.
Also, the origina budget costs for each work package are developed and dis-
tributed over the origina schedule to generate the Project Baseline, which is
the BCWS These cost and schedule baselinesare set as reference points at the
beginning of the project. This information can be displayed in Project Cost
Plan reports organized by either WBS format or OBS format. Figure 5-12(a)
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Figure 5-11 Organizational breakdown structure for demonstration project.

shows aWBS format report for the Heater House portion of the project; Figure
5-12(b) shows an OBS format report for the tank superintendent areas of
responsibility.

As actual cost and schedule data are collected in periodic update cycles, new
activity schedules are produced and the following calculations and operations

Ooccur:

calculation of new ACWP
transfer of latest dates from network activitiesto work packages

e calculation of percent complete of work packages

calculation of new BCWP

Figure 5-13 is a sample updated activity schedule for a portion of the project,
and shows the type of information produced for each activity, including work
package and organizational section codes. Figure 5-14 is a Slippage Barchart,
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which shows graphically the original and current schedule for each activity, re-
flecting the updated information on project completions, duration changes, and
changesin network logic.

Figure 5-15 shows Schedule Performance reports produced after an upd! te,
organized by WBS and OBS format. In both reports the actual and forec¢ast
schedule performance is compared to the baseline schedule. Predicted schedule
overruns for each portion of the project, based on the latest data, are indicated
on the right side of each report. .

Figure 5-16 is an integrated C/SCSC-type Cost Performance Report produlfed
after an update, organized by WBS and summarized to Level 1. It showsthe dur-
rent and cumulative vaues of BCWS, BCWP, and ACWPfor the elements of %the
WBS separately and in total, as well asthe origina and latest estimates of cost at
completion. Figure5-17 showssimilar information for thetank superintendent’s
areas of responsibility of the OBS. Figure 5-18 illustrates the type of detailed
cost information available for individual work packagesupon request. Schedule
information can aso be displayed for each work package.

The cost performance index shown at the bottom of the Cost Performaﬁlce
Report (Figure 5-16) iscalculated asfollows:

Cost Performance Index = CPI : BOWP
B ACWP
Values of the CPI greater than 1.0 indicate costs below budget. The Schedule
Performance Index also shown in Figure 5-16 iscalculated as.

BCWP

BCWS

Values of the SPI greater than 1.0 indicate completions ahead of schedule. The
ARTEMIS system utilizes theseindices in combination with its four-color gra&)h-
ics capabilities to produce three summary reports for top level managemint.
The first of these, shown as Figure 5-19(a), indicates the movement of the Cost
Performance Index over time and shows at a glance whether the CPl is abaveé or
below budget or trending in an unfavorable direction. Similarly, the report
shown as Figure 5-19(b) indicates the movement of the Schedule Performahce
Index over time. The third top level report (Figure 5-20) plotsCPI against SPI
over time to show at a glance whether project performance is currently favor-
able, unfavorable or marginal, and whether there are any short- or long-term
trendsin any of these categories.

The ARTEMIS example used here is a good example of acomplete netw?rk-
based cost control system. For example, it utilizies CPM network activities as
basic building blocks for the work packages; and it uses periodically-updated|in-
formation from the CPM schedules to produce timerelated cost information

Schedule Performance Index = SPI =
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Figure 5-20 Combined cost/schedule performance index plotted monthly, April-March.

such as the distribution of work package costs over time. It isnot necessary to
have such close interlinkages between the CPM scheduling and the cost moni-
toring portions of the overal system, as pointed out earlier in this chapter.
However, as these interlinkages are reduced in number and frequency the po-
tential benefits of improved accuracy and reliability of the information pro-
duced will correspondingly decline.

SUMMARY

The concept of network-based cost control offers to project management a
basically sound and powerful way of relating expenditures to the work done,
away of reporting what management paid for what it got. Unlike other critical
path techniques, however, network cost control cannot be applied easily to only
selected projects, or only during certain phasesof a project. The designand im-
plementation of such acontrol system involvesmodifications in established pay-
roll and cost accounting procedures of the organization. To obtain an adequate
return on this investment, the system should be consistently applied to the proj-
ects undertaken by the organization. Furthermore, the full use of network cost
control concepts requires data processingequipment.

In the aerospace industry, these concepts have been developed and imple-
mented on a fairly broad basis, due to the interest of the government and the
general availability of data processing talent and facilities. In the other major
project-oriented industry, construction, there has been lessincentive from the
customers and relatively less use of computers. The special field of petrochemi-
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cal facilitiesconstruction is an exception to this general rule; developments there
have been at an accelerated pace over the past few years and show no signsEf
abating. With the increasing economies of data processing equipment and s
vices, and continuing pressures of inflation and high interest rates, there can be
little doubt that network-based cost control systems will be developed and u'ti-
lized even more widely in the next few years. |
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EXERCISES

1. For the network in Figure 5-1, assume that it is decided to plan that al a‘tl:
tivities will begin at the ES times, except for the following activities, which
are scheduled to begin at the times listed below: |

Scheduled
Activity Stan
A 3
D 5
H 9
c 4
G 5

Compute the planned cumulative costs for the project and plot the results
on Figure 5-2, ‘
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2. Using the methods given in Chapter 7, schedule the activities in Figure 5-1
such that the project duration is minimized, subject to the constraint that
the planned weekly expenditures never exceed $2,500.

3. The ARTEMIS Cost Performance Report shown in Figure 5-16 provides
data on the 3 mgjor elements of the Waste Disposal Plant project (Heater,
House, etc.). Using the information provided in this report, summarize the
performance status of each of the 3 major elements in the current period,
over thetotal period to date, and what isindicated aslikely at completion.

4. The text lists severa problems inherent in the design of network-based cost
control systems having to do with activity accounting procedures. How do
these problemsappear to be handled in the ARTEMIS system?



COMMENTS ON
PRACTICAL APPLICATIONS

One might say that critical path methods are applicable to the management of a
project from the cradle to the grave. At each of the stagesin the life of aproject,
there are a number of areas related to the practical applications of critical path
methods that are not coveredin the other chapters but are deserving of atten-
tion. This chapter will treat severa of these topics, from the project proposalto
the project updating and control phase.

Specid attention is given to techniques in the construction industry, in which
many firms employ network methods. Concluding the chapter is an introduc-

tion to the organizational aspectsof project management. |

PREPARING PROJECT PROPOSALS |

The numerous potential applications of critical path methods in the prepara
tion of project proposals are fairly obvious and straightforward. These appli-
cations are based on the various project planning and scheduling techniques
discussed in this text, except perhaps that these techniques are applied with
less detail than would normally be used on a project that is definitely to be
executed. If the project is to be executed, the proposal network serves as a
framework for developing a detailed plan and schedule to be used in carrying
out the project.

In caseswhere the project completion time is specifiedin the contract, cnucal
path methods are useful in determining a project plan which will meet the time
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specification. It may turn out that this plan requires the use of certain time
saving features which add unexpected costs, or risks, to those which would nor-
mally be required to complete the project tasks. For example, if performance
time is extremely critical, "'crash' time performance of critical path activities
may be required. In addition, it may be necessary to perform certain activities
concurrently, which would normally be performed in series. The added risks of
the expedited plan over the normal plan must, of course, be considered in pre-
paring the proposal cost estimate.

If the proposal requires consideration of alternate completion timesand costs,
then the time-cost trade-off procedures described in Chapter 8 may be appro-
priate in arriving at project costs. Similarly, if the project under consideration
will be competing for a fixed set of resources, then the procedures discussedin
Chapter 7 may be applicable. It may turn out that the proposed project sched-
ule dovetails nicely with the phasing out of current projects, or it may put an
extreme burden on certain critical resources. This type of analysis may greatly
influence the profit margin that management places on the project, or influence
the decision of whether of not to submit a bid on the proposed project.

A number of firns in variousindustries are now using critical path methods
routinely, in varying degrees of detail, in preparing project proposals. One large
metal-working firm requires that al internal proposals for capital expenditures
over $25,000 be accompanied by a CPM network showing the project plan and
schedule.  Some advertising firms submit to prospective clients networks of
proposed promotional campaigns, showing how the activitiesinvolved in product
distribution, space advertising, televison and radio commercials, surveys, and
other facets of the campaign are to be coordinated. The implementation of a
computerized management system has proved to be a type of project that is
difficult to schedule and control; now it is not unusua for project networks
to be submitted to management, along with flow charts, proposed report for-
mats, and other elements of proposed projects, and for the networks to be
updated weekly or biweekly to maintain status control over such implementa
tion projects.

CONTRACTUAL REQUIREMENTS

As mentioned in Chapter 1 and elsewhere, the use of network methods has been
boosted greatly by contractual requirements that network methods be used to
report the plans and progress of projects. This hasbeen particularly truein the
two largest project-oriented industries, aerospace and construction. In the aero-
space industry, where a mgjor customer is the U. S Government and its various
military and space agencies, the accommodation to network requirements was
widespread and relatively quick. Contractors in the aerospace industry are ac-
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customed to extensive Government reporting requirements: the firms are reHa-
tively large and equipped with computers and capable technical staffs; and the
contracts are often on a cost-plus basis. For these reasons, contractors have been
able to meet network requirements promptly. Some projects produced net-
works of several thousand activitiesin a few months.

In the construction industry, however, the circumstances have been quite dif-
ferent. The Government has played amajor role here also, through the Corps!of
Engineers, the Bureau of Yards and Docks, NASA, and other agencies resporisi-
ble for large construction programs. But construction companies tend to be
relatively small, low-overhead organizations without computer equipment (or
data processing personnel. Also, the contracts are usually on afixed-price basis.
Under these circumstances, which exist throughout the commercial asweﬂ;as
Government segments of the industry, requirements for critica path methdds
encounter avariety of difficulties. Q

The first problem in this application is to prepare specifications for the net-
work reporting system desired. Since the contractors are often not familiar
with network methods, are not administratively geared to handle increasesin
technical reporting, and often must pay for outside assistance, the firms will
take very conservative approaches to critical path method specifications. The
authors have seen specifications consisting of only one or two sentences, saying
only that "the contractor shal report progress on the project monthly by
means of a Critical Path Method chart and schedule.”” Requirements that are
this brief, of course, invite the contractor to submit a five-activity network or
anything that he thinks might meet the minimum technical requirements of a
network ** chart and schedule."

At the other extreme, one constructiou office of a Government agency pri:-
pared and repeatedly used standard CPM specifications that covered eight
pages and contained almost 1000 words. This specification attempted to detail
exactly how dl the initial updating computations were to be made and how the
computer reports were to be formatted (including the column headingsfor such
items as an ""actual early date" and other unique descriptions). These specifica-
tions were so confusing that only a few specialized computer service bureausin
the region could satisfy them, and the contractors were dependent upon the use
of these service bureaus.

For those who wish to prepare contractual specifications for network report-
ing, the considerations listed below are suggested as guidelinesfor reasonableand
adequate requirements.

1. Definition of Network method. An available document or textbodk
should be referenced as comprising a definition of the basic technique
to be employed. The terms used throughout the specification should be
consistent with the termsused in the reference.
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2. Level of Detail. The best way to specify the desired level of network
detail is to specify arange of the number of activitiesto beincluded. The
range selected, however, should be based on practical experience with the
type of project involved.

3. Graphic Format. If a particular network format is desired, such as the
activity-on-arrow or the activity-on-node format, this must be specified.
As mentioned above, the best way to do thisisto refer to an available text
and adopt the terminology used in that text to write this specification.
One may aso elect to have progress reports submitted in the network for-
mat rather than in computer reports. Thismay also be specified.

4. Computer Report. |f computer reports are to be required, the data de-
sired on the reports should be spelled out, item for item. The desired
sequences (sorts) of the reports should also be specified, taking care not
to require more reports than will actually be used. (See Chapter 11 for
more complete discussion of computer methods.) Normally two output
sorts, one by I-J or activity number and one by total float, should be
adequate.

5. Updating. As described in Chapter 11 some updating procedures give
misleading or erroneous results. Therefore, it may be necessary to refer-
ence or to fully describe the updating calculation required. The frequency
of updating reports, number of copies desired, whether revised networks
are required, and similar details should be mentioned. In this connection,
it should be noted that a requirement to maintain a network on a time
scale may increase the updating cost.

6. Cost Reporting. I the network is also to be used for reporting the cost
of work completed, the specific means of allocating dl costs to activities
and of determining the percent completion on activities must be fully
detailed.

IMPLEMENTATION

Generally speaking, the implementation of critical path methodsinvolves the six
steps outlined in Chapter 1 and summarized as follows: (1) planning, (2) time
and resource estimation, (3) scheduling, (4) time-cost trade-offs, (5) resource
alocation, and (6) updating and controlling the project.

However, it should be emphasized that the full application of al the tech-
niques presented in this text is not required in order to accomplish these steps
and obtain worthwhile improvements in the plan and conduct of projects. Nor
is the size of the project a critical factor in the practical economic implementa-
tion of critical path methods. Networks sketched on the backs of envelopes
have proved to be useful waysof quickly analyzingand communicating the plan
of asmall project, such asthe preparation of atechnical report. The use of addi-
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tional techniques, such asthe PERT statistical approach and time-cost tradeo%fs
may aso be applied in concept, if not in full detail, to relatively smdl projects.
Thus, the implementation of critical path concepts can be considered a matter
of routine management practice, rather than an investment justified only for
large or complex projects.

The implementation of network planning and control techniques should take
place after a preliminary study has been made to determine how the project
tasks are to be broken down and assigned to key personnel within the organiza
tion or to subcontractors. In large projects, particularly in the aerospaceindus-
tries, this preliminary study is quite important; it first requires that the overal
mission and performance goalsof the system be refined to the satisfaction of the
systems engineer. Then, the functional analysis of the system can begin, which
will lead to the design requirements for the proposed system configuration. The
establishment of the base-line design requirements is a major milestone in the
systems engineering portion of a program definition study. It isat thistime that
the formal application of network methods can be made most effectively. H

The preparation of the project network is a job for the key management of the
project, the person or team of persons who know the most about the objectives,
technology, and resourcesof the project. To conservethe vauable time of these
personnel, the networking effort should be a concerted and concentrated one,
not a secondary activity that becomes drawn out and perhaps never compl eted.
There is a period of time that management must devote to planning, and the
network should be used as a vehicle for, an aid to, and adocumentation of this
valuable effort. Technicians can relieve much of the load on the project man-
agement by transcribing sketches into legible networks, by making computa-
tions, and by making preliminary analyses of the schedule. For this reason,
many organizations have trained young men and women as part-time or full-time
critical path analysts. ‘l

|

When subcontractors play a major role in a project, they should play amaju)r
role in the critical path planning, scheduling, and control. In some cases this
may require group meetings to develop the network and time estimates. How-
ever, in many instances it is not practical to call in agroup of people unfamiliar
with network theory and expect them all to contribute effectively to the early
draft of anetwork. In these circumstancesit may be better for the prime con-
tractor to develop the rough draft as far as possible, then call in the subcon-
tractors to comment and add time estimates to their particular areas. It is often

Utilizing Personnel Effectively

Working with Subcontractors
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possible for a person to read and effectively criticize anetwork, even though he
may not have the training or experience to develop a network originaly. One
may also elect to hold short courses in network preparation, then ask each sub-
contractor to develop asubnetwork of his portion of the project. The feasibility
of this approach depends not only on the size of the project and the scope of
interest of the subcontractors, but also on how complex are the interrelation-
ships among the various areas of responsibility.

Incidentally, one of the important side effects of critical path applicationsis
the fact that it brings the subcontractors and the prime contractor together to
meet and discuss the project. The group generally discovers technical problems
and begins to work in advance toward solutions of these as well asin coopera
tion on the planning and scheduling of the project.

PROJECT CONTROL

Once a project is underway, the critical path network and schedule should serve
as a guide to the accomplishment of every activity in proper sequence and on
schedule. It is in the fundamental nature of projects, however, that activities
will seldom start or finish exactly as scheduled. Therefore, updating the plan
and schedule is an important link in the critical path concept. There are no
rigorous or standard updating procedures in general use, except where com-
puter programsare involved. The procedures offered here are suggestionsregard-
ing the general approach, with some specific recommendations for particular
circumstances.

There are four functions performed in the process of updating the schedule
alone (without regard to cost revision). Theseare:

1. denoting actual progresson the network,

2. revising the network logic or time estimates of uncompleted activities, if
appropriate,

3. recomputing the basic schedule of earliest and latest alowable times, and

4. revisng the scheduled activity start timesand denoting new critical paths.

Item 2 simply requires the erasure of previousnotation and replacement with
the new. The other changes may be categorized as Progress Notation and Re-
vised scheduling.

Progress Notation

A field supervisor or other person closeto the actual progressof a project should
be assigned the responsibility of making progressnotations directly on a copy of
the network. Thisis the most reliable way to maintain accurate recordsfor in-
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put to the network updating procedure. Requiring the responsible first/line
supervisor to make these routine daily or weekly notations aso helps insure that
the network servesits purpose as a detailed schedule of work.

Exactly how the notations are made is not particularly important, as Iong &
they are clearly understood and complete. To be complete it isnecessary only
that both the actual start and the actua finish of each activity be recorded.
Percent completion notes are not normally required, except where cost control
data areinvolved.

On the working copy of the new network used to make these notations,‘Jit is
often useful to use colored pencils for the notation, using a different colorfor
each updating period. Then when converting the notes to computer anut
forms, the person doing the encoding knows to pick up only the green date$, or
whatever wasthe color of the most recent period.

If the node schemeisused, the actua start and finish dates may be marked on
the left and right sides of the nodes, respectively. If the network is computed
manually, the node symbol may be designed to allow spacesfor the actual dates
to be recorded.

Revised Scheduling

Hand computation of arevised and updated network requires no special arith-
metic. One merely beginsthe forward pass computation at the last uncompl eted
activity on each path. However, it isimportant that thefirst dates computedfor
each path be consistent with the effective date of the computation. That is, no
ES or EF date can be earlier than the effective or ** cut-off" date of the progress
report. If thefirst uncompleted activity has not started (or finished), then itsES
(or EF) date must be recorded as at least equal to the effective date, and the
forward passiscarried on from there.

Hand computation does, however, require some attention to the mechahics
of erasure, lest this humble function become a major problem. Erasure of dl
remaining schedule timesisrequired, of course, when acomplete recomputation
is to be made. One technique that reduces the erasure problem is to makethe
scheduling computations on a reproducible print of the network, instead of| on
the original tracing. Erasures may be made on the reproducible print without
damage to the arrows and nodes of the network. \

Recomputation may be necessary every time a network is updated and/or
revised. If the actual progress and expected future progress are very close to
the network schedule, there is no need to make a completely revised computa-
tion. The critica path network protects itself, in a sense, from the need for
many recomputations, even when significant delays or accelerations occur,|for
the network reveals most of the effects of schedule changes without recompu-
tations. One need only to refer to the float figures, for example, to see wheiher
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a specific delay will affect other portions of the project. With thisinformation
plainly visible, it is not always necessary to erase and recompute. Recomputa
tion of the backward pass is not necessary at dl if no changesare made in the
network logic or in the estimated activity duration times. If the scheduling
computations are made by computer, then the revision procedures specified by
the computer program must be used.

Time-Scaled Networks

A ""time-scaled" network is one in which the arrows and nodes arelocated by a
time scale along the horizontal border. With the time scae, the length of each
activity arrow (or its shadow projection on the horizontal scale) represents the
activity's estimated duration. Thelocation of the arrow representsits scheduled
start and finish times. Similarly, the location of each node representsits sched-
uled occurrence time. The arrows and nodes may be located by their earliest
times, latest times, or at selected times between these. Slack is customarily in-
dicated by dashedlines.

The obvious advantage of time scaling is the visua clarity it provides for the
analysisof concurrent activities. Time-scaled networkshave reveaed problems of
concurrency (such as the intended use of a test facility by two groups at the
same time) that were overlooked in the analysis of the schedule data in the
tabulated form of a computer output. Timescaled and condensed networks
are aso advantageous in presentations to top levels of management, since the
schedule is communicated more quickly and more emphatically by the graphical
technique.

The disadvantage of time-scaling is not so obvious but is nonetheless impor-
tant. Using manua methods, the maintenance of time-scaled networks through
updating and revision periods is expensive. A changein one time estimateor a
delay in the actual progress on one path can change the location of a number of
succeeding arrows and nodes, necessitating the redrawing of alarge portion of
the network. Under contracts that require frequency network revisions, the use
of time-scaled networks could keep atec  cian or draftsman busy amost full-
time, and the networks could be delayed days or weeks in reaching the con-
tracting agency.

Many attempts have been made to simplify network revision, so that time-
scaled networks could be quickly and economically updated. Listed below are
some of the materials and techniquesthat have been tried.

1. Gummed Labelsand Tape. Transparent materials with adhesive backing
can be placed and moved about on tracing paper or mylar sheets. Only
high quality materials should be used, lest they blister, peel, or make poor
reproductions.
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2. Computer-DrawnNetworks.  As explained in Chapter 11, some software
packages for network processing include features for computer-drawn
networks.

3. Stedl Pands with Magnets for Events,and Tapeor Chalk Lines for Arrows.
Networks constructed in this way have worked for some applications but
cannot be easily reproduced, even by photography, for distribution. ‘

4. SchedulingBoardswith Moveable Bars.  Slotted aluminum boards with
moveable bars in the slots to represent activities have been popular,in
certain applications. The bars arelabeled and color-coded.

Time-scaling can be particularly worthwhile where it is done as an aid to
planning and not intended for use after the project isunderway. Aninteresting
example is shown in Figure 6-1, which is a network for acomplex surgical pro-
cedure’ The only purpose of thisnetwork application isto help develop an effi-
cient, well-coordinated plan, especially in the critical period between the 30th
and 45th minutes. Once the plan is developed, the network has no further use.

Another example is shown in Figure 6-2. Here three key resources in the
project are summarized by time period, illustrating the utility of time-scaling
networks where there are resource allacation problems. Asin the previous ex-
ample, this effort isusually worthwhile only in the planning stage of the project.
In some cases, though, the resource problems are important enough to the time

Figure 8-1 Time-scaled NEWOrK of a kidney transplant procedure‘
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Figure -2 Time-scaled network with resource summary. Activities arescheduled to limit
designer requirements to two and welders to four.

and cost economics of the project that the time-scaled network should also be
used to monitor the project progress. As mentioned above, however, project
monitoring with time-scaled networksis practical, only if there are relatively few
activities and the project management is centralized enough that copies of the
network do not have to be distributed. An example is the overhaul of electric
utility equipment where the network is set up in a " control room' where the
project supervisorsgather to discuss changes, revise schedules, etc.

Computer software has advanced to the point that time-scaled charting by
computer is much more practical than manual methods in many applications.
This trend can be expected to continue. At this writing, however, it is still
advisable to be cautious about the expense of maintaining time-scaled networks.

CONSTRUCTION INDUSTRY PRACTICES

Since the construction industry is one of the major users of network methods,
it is well to consider some of the practical *"tricks of the trade' in construction
applications. In aninformal survey of firms for the third edition of thistextin
1980-81, the authors found that network practitioners in the construction
industry varied widely in their level and style of network use. The larger engi-
neering and construction management firms tended to have planning and sched-
uling departments with trained personnel and computer systems (or frequent
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access to an outside computer service). The smaller firms often employed sched-
uling consultants on a project basis, sometimes on their own initiative but more
often because the project owner or architect required network-oriented plans
and progress reports.  Smaller scale homebuilders, paving contractors, subcon-
tractors, and other types of firms may not use the techniques at dl or may hhve
had only limited exposure via ageneral contractor.

The practices of some of the scheduling consultants was of interest becaLse
of their full-time, professional attention to network methddology and tdeir
variety of applications. Two examples of such firmsare illuminating.

DDR International is a consulting firm based in Atlanta, Georgia that specid-
izes in construction planning and scheduling for general contractors, owners, and
architects’ DDR uses computer processing of networks only when requi redfy
the client, which is seldom. Rather, they employ time-scaled networks to cen-
vey both the sequence and the schedule aspects of project plans. Networks hre
prepared on tracing paper with translucent mylar labelsfor activities. Thelabels
have adhesive backing that permits moving them around on the chart at will.
The activities are placed on the time scae according to **scheduled™ starts rather
than ES or LS times. Updated progress is denoted directly on the network, in-
cluding notation revealing the ahead or behind schedule status of each path. The
activities are not rescheduled, however (meaning a revision in the network), t-
lessa significant changeis madein the project plan or schedule.

A major purpose of the DDR technique is to keep the schedule from becom-
ing too complicated for client personnel, including managers, field supervisors,
subcontractors, and architects. Computerized analysis and their tabular reports
are considered objectionable for this reason. The most essential facts of the pﬂm
and schedule can best be communicated, according to the consultant, by tire-
scaled networks based on agreed-upon ** scheduled" start times for each activity.
Forward and backward passes are made manually to identify the critical path,
but the computations are not otherwise documented.

For an example of this kind of network presentation, see Figure 6-3. Note
that the format appears to be activity-on-arrow, sinceeach activity is represented
by atimescaded bar. However, the barsare interconnected by dependency lines
following the activity-on-node or precedence method. The network is actually a
precedence diagram, and lead/lag factors are sometimes employed. DDR per-
sonnel feel that precedence diagramming of this type is ""two or three timks
more effective’* than the arrow format. L

DDR consultants occasionadly assist their clients in resource leveling, where
one. two, or three crews of given type may need to be scheduled. Thisis always
done manually, usualy as the network is prepared originally. They do not offer
network-integrated cost control systems, but they do produce cash requirements
schedulesand earned value reports, such as those shown in Chapter 5.

Heanscomb Associates, Inc, is a large international engineering and construc-
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tion management firm. They provide a wide range of services for the construc-
tion industry, only one of which is project planning and scheduling. Severa of
the offices of the firm maintain speciaistsin network methods. Each office is
independent, however, in the methodology employed. Some favor computer
methods and some favor manual methods. At thiswriting, the Chicago office of
the firm preferred computer methods, using one of the most advanced and flexi-
ble software packages. The Atlanta office never used computers, favoring time-
scaed network presentations instead. As with some other consultants, the
specidists at the Atlanta office of Hanscomb explained that an overriding con-
sideration in their practice was the communication of clear and essential facts
to their client. To avoid confusion or excessive detail they do not even make
forward and backward passes; the critical path and near critical pathis reveaed
by the time-scaling process when the network is prepared. For an example of a
Hanscomb (Atlanta Office) network, see Figure6-4. The network is based upon
"scheduled" start ti es for each activity, not necessarily ESor LStimes. The
flags denote significant start dates or key delivery dates. The solid portion of
the bars denotes completed work.

According to a senior project manager at Hanscomb, general contractors**do
not want and will not pay for computer outputs."” They aso do not alocate
resources, employ time-cost trade-off methods, or apply a network-integrated
cost accounting system.?

In both of the above examples the consultants stress the necessity for clear
communication with the project management and field personnel, unencum-
bered by details or sophisticated calculations that may confuse the most im-
portant facts of the schedule. They aso stress economy and efficiency in
methodology. Other practitioners, however, employ some of the most advanced
computer systems and exercise a greater degree of control over the construction
process. The variation depends upon the types and sizes of projects, the skills
and styles of project managers, the preferences of the consultants (if involved),
and other factors.

HUMAN AND ORGANIZATIONAL ISSUES

While this text deals primarily with network techniques as they apply to plan-
ning, scheduling, and controlling projects, it is important to recognize that
successful project management encompasses a broader body of knowledge. In-
deed, it appears that the development of network methodsas adistinctly differ-
ent approach to planning and controlling projects has helped to focus manage-
ment theorists and educators on other differencesin projects ascompared with
other forms of endeavor. The term ' project management' (synonymous with
"* program management'* in government parlance) has now become a recognized
subdivision of management theory. Libraries often list a number of titlesunder
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the subject of project management, usually in the 658.4 series of Dewey Decimal
codes. Courses are offered in the subject by universities, business firms, and
government agencies.

In addition to the quantitative and graphica methods that aid in project
management, the broader subject now encompasses the human and organiza
tional aspects that distinguish project-oriented endeavors from the more con-
tinuous or process-oriented endeavors. The successful management of projects
is recognized as requiring different supervisory skills, different definitions of
authority and responsibility, different criteria for the selection and evaluation
of personnel, different operating policies, and other aspects of management.
The reader who wishes to study these topicsin greater depthisreferred to other
texts, such as Galbraith,* Kerzner,® and Martin.®

Nevertheless, it is well worthwhile here toidentify and comment briefly upon
some of the key issuesin the human and organizational aspects of project man-
agement, in order to introduce the reader to the broader subject and to help
place network methodsin perspective.

Type of Business

One of the first factors governing the role of project management in ay situa
tion is the degree of project orientation characterizing the business of the
organization. Here we use ""business” to mean the overall line of endeavor,
whether itis run by private enterprise, governmental, educational institutions, or
others. At one end of the spectrum are the businesses that produce a continuous
stream of products, goods, and services. Of course these businesses include
manufacturing, mining, chemical processing, financing, insurance, hospitality,
health care, and many others. These businessestend to be characterized by high
volumes of repetitive operations, which lend themselvesto high degrees of effi-
ciency in the use of labor, materials, and facilities. For want of a better term, let
us categorize these businesses as the " process' type.

At the other end of this spectrum are the project-oriented businesses. Mgor
examples are the construction industry and research and development. As de-
scribed in Chapter 1, these endeavors are characterized by limited repetition,
uniqueness, and defined timelimitsfor goasor results.

Between the two ends of thisspectrum there are many businesses that consist
of both process and project features simultaneously, or which shift back and
forth from aprocessmode to a project mode. Examplesinclude job shop manu-
facturing, where product changes occur frequently; advertising and sales pro-
motion, where the goas and the methods undergo frequent revision; and any
business that is frequently expanding, adding facilities, changing products or
services, or developing new concepts while also producing a volume of products
Or services.
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The organizations that are formed to operate in the project-oriented business
environment are clearly the ones that must be skilled in project management
concepts. It is their way of life. Not only do they use network methods for
planning and scheduling, but they also employ project cost accounting schemes.
The management structure tends to emphasize the project manager's role, which
isastrong but temporary position of authority and responsibility.

At the same time, most project-oriented organizations of any sue aso main-
tain ""functional"" units which remain more-or-less permanent, such as engineer-
ing, marketing, finance, and distribution. The relationship between the perma
nent functional units of the organization and the project teams is one that
presents particular management problems. Usudly the functiona units play
supportive roles while the project teams are primal; yet the project teams are
frequently disbanded or reorganized as projects end and others begin. The func-
tional personnel are often expected to give up or loan key people to project
teams at times, and to accept and employ project personnel who may be tem-
porarily unassigned. If not handled well, these requirements can cause friction
and/or inefficiencies in the use of personnel and facilities. As pointed out by
Martin® even the organizations that are highly oriented toward the project
mode, such as construction firms or hardware development organizations, must
recognize that each project placesa unique set of requirements on the manage-
ment structure, because each project differsin many ways from those that came
before and will come after.

In the business that involves a mixture of processand project modes, there is
likewise a mixed need for the traditional management heirarchy along with
project management schemes. Thisenvironment presents the most complex and
unstable needsfor organizational structure, and thus the most frequent problems.

In these cases, the general management must be aware of the potential prob-
lems and be skilled in establishing policies and practices that minimize the
built-in conflicts between the goals of the mainstream processfunctions and the
project goals. These skills include a sound working knowledge of project meth-
odology and organizational structures.

Organizational Structures

There are at least three well-defined alternatives for structuring organizations
that involvea significant degree of project-mode operations. They are:

1. Traditional or pure organization asapplied to a project.
2. Line-Staff organization.
3. Matrix organization.

The traditional or pure functional structure is pictured in Figure 6-5in a
typical form. This is the classical structure for process businesses, but it may
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be applied, at least theoretically, to a project within a firm. (Martin calls this
application ""completely projectized management.") The simple structure pro-
vides some clear advantages over other organizational schemes, including (but
not limited to) the following:

1. Strong management control over the project.

2. Fast response to changing conditions.

3. Personnel dedication to the project, clear lines of authority and personnel
management.

4. Strong control over project schedules and costs; very suitable for profit
center designation.

At the same time, application of the traditional organizationa structure for
process activities to a project-oriented business brings some definite disadvan-
tages. Amongthem are:

1. High cost of maintaining duplicate functional personnel and facilities for
each project.

2. Difficulty of maintaining technical quality when the functional units are
not united.

3. Difficulty of balancing workloads when projects proceed through life
cycles, phasingin and out, resulting in unreimbursed costs.

For these reasons the traditional structure is not likely to be suitable for
project management unless the project is very large and expected to live for
severa years, and the sharing of resources with other projects isunnecessary or
undesirable.

The line-staff structure is much more common, especialy where both process
and project activities exist together. As pictured in Figure 6-6 (adapted from
Kerzner®), the project leader or manager is in a staff relationship to the line
managers. In this position the project manager temporarily employs the re-
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Figura 8-6 Typical line-staff organization. Solid lines represent formal authority; dashed
lines represent informal authority or liaison.

sources of the mainline departments to carry out the project. (Seeaso Y ouker’
and Stuckenbruck?)

The key to the effectiveness of the line-staff structure lies in the balance of
authority between the project and department managers. In some cases the
project manager is only a coordinator whose prime responsibilities are to at-
tempt to "influence™ the department managersto keep up their scheduleson the
project and to keep the genera manager informed of the status. As explained
by Kerzner and Galbraith, project managers in this role must depend on their
personal competence and their political or interpersonal skills in order to be
effective. (To illustrate thisrelationship graphically, one might revise Figure 6-6
to place the project manager's box below the level of the functional managers.)
More about this coordination role will be mentioned in the next section.

In some cases, more clearly defined authority may be assgned to the project
manager. Personnel, equipment, and facilities may be temporarily but fully re-
assigned from the departments to the project. Martin calls this the " partially
projectized management' scheme. In these situations the personnel have a
""home" to return to when the subject isdone, and their merit reviewsand career
planscontinue to be managed by the functional department heads.

Obvioudy the line-staff approach has some strong advantages:

1. Resources are effectively shared, thusminimizinglossesdue toidle time or
duplicate effort.

2. Important technical skills continue to be developed and maintained in the
line departments.

3. The project manager can concentrate on the product of the project with-
out being distracted by support functions.

Significant disadvantages aso exist. Amongthem are;

1. A high, sometimes unrealistic degree of cooperation isexpected of line and
staff managers, who have different objectives.
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2. The genera manager's skills are crucia in setting up the proper degrees of
authority and in adjudicating conflicts that arise through the project.

3. Projects conducted under this structure tend to overrun schedules and
cost estimates, due to the lack of clear priorities and full authority for
execution.

Nevertheless, the line-staff structure is by far the most common arrangement
in process businesses and in operations that are mixed between process and
project modes. Overal it iscost-effective and flexible with changing conditions.
Project teams are easily disbanded when the project is finished, and new ones
can be formed fairly readily.

Project teams should be easily disbanded when the project isfinished (at least
theoretically), and new ones can be formed as needed. (In practice, however,
project teams often resist dissolution; their tenacity for life can become a prob-
lem. See Benningson.?)

Suppose one were to more fully develop the line-staff approach to the point
that there was a strong project manager position for each of a number of proj-
ects, and the project managerswere endowed with authority that approximately
equaled that of the functiona managers. Essentially, this organizational form
would be what has come to be known as the matrix. Graphicaly it looks like
Figure 6-7in its typical form,

In concept, the matrix attempts to achieve the best of both the functional
and the line-staff structures. All the technical and specialist personnel have a
""home" in their functional departments, where they receive project assignments,

General
Manager

Functional
units

Proje t man geme t

Figure 6-7 Typical matrix organization.
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technical training and guidance, and merit reviews. At any one time, a tech-
nician is also assigned to a project and receives specific task direction from the
project management.

Thus the technical staff person has two bosses, which would appear to be a
confusing weakness in the structure. However, practitioners of matrix manage-
ment point out that the multiple boss situation is common; it beginsfrom the
time one is born with two parents, and continues through school daysand even
into traditional corporate and government organizations. Even the production
line supervisor in a single-product plant is aware of the separate authorities of
his department manager, the quality control manager, the personnel director,
the union steward, and perhaps others. Thus the two-boss arrangement in a
matrix organization isnot unigue nor necessarily confusing. (See Cleland.'?)

The project manager in amatrix enjoys the advantage of more clearly defined
authority and responsibility. He or she should not have to cgjole or influence
functional headsin order to carry out the project tasks. The matrix does require
that the project and functiona leaders have amutually cooperative relationship,
but the matrix structure itself can enhance that relationship by itsequal recogni-
tion of both sides of the organization, thus providing a unifying set of goasfor
the organization as awhole.

Other advantagesof the matrix are;

1. Quick responseto changing project conditions.

2. Personnel recognize project work as the mainstream activity and thus
develop project loyalty, rather than regarding the project as adistraction.

3. The project manager has full control over the project resources, including
personnel and costs.

4. The functional departments perform essentially as support for the project
teams.

Naturally, there are also disadvantages to the matrix:

1. Withitsemphasison project execution, the functional departments tend to
be weaker in certain respects, such as development of the state-of-the-art in
technical fields, or the development of new markets.

2. The structure tends to require more attention by general management and
administrative personnel in order to maintain the proper balance of power,
cost control, and performance control. Vertica and horizontal communi-
cationsmust be open and freely exercised.

3. Multiple, separate projects are vulnerable to duplication of effort or dis
parate development of techniques and markets.

Clearly, the matrix structure is most appropriate for operations that are pre-
dominantly project oriented, such as engineering and construction firms, re-
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search and development organizations, and the like. However, the matrix has
also found wide application in some process businessesfor avariety of purposes.
For amore complete discussionsee Cleland.!®

The reader is reminded that this review of the organizational aspects of
project management is offered as a brief introduction to the subject. More com-
prehensive treatment is provided in other texts.

COORDINATING INTERDEPARTMENTAL ACTIVITIES

As indicated above, a project manager in aline-staff or matrix organization will
spend a greater proportion of his time " coordinating” activities than amanager
in a traditional or functional organization. For this reason, this task deserves
some consideration here. L. A. Benningson® has developed a network based
analytical tool called TREND (Transformed Relationships Evolved from Net-
work Data) to dea with this problem of coordinating project activities. This
technique involves the concepts of "interdependence,” '"uncertainty,” and
"prestige.”

The sequential interdependencies among project activities are conveniently
displayed by the project network. If activity A precedes B, then B's work de-
pends on the work of A. In this case, the integrating mechanismsare plansand
schedules. Now consider the concept of " prestige’™ and "authority'" associated
with the groups conducting activities A and B; then collaboration will be more
difficult.”™ While prestige can be inferred from the position of each group in the
organization chart of the firm, relative authority may be establishedin terms of
interdependencies, where the party that is dependent is considered to havelow
relative authority. So, if activity A precedes B, then B would have low relative
authority. Conflict would be predicted if group B depended heavily on group A,
but group B had much higher prestigein the organization than did group A. In
this situation, the project manager could anticipate the particular need for his
services in acoordinating role.

Finaly, the concept of ""uncertainty'" isimportant. Lawrence and Lorsch!?
state that in typically healthy organizations, individuals and groups that must
cope with high degrees of uncertainty in their jobs (such as basic research or
marketing) are different in important waysfrom their counterparts who do work
involving low degreesof uncertainty (such as manufacturing or accounting). The
differencesin these two groups can be measured in terms of their time horizons,
degree of reliance on forma authority, and degree of vaue placed on task
achievements versusinterpersonal relations. A surrogate measure of uncertainty
might be the range of activity duration time estimates (pessimistic time minus
optimistic time)* used in the PERT system described in Chapter 9. It is con-

*The coefficient of variation (ratio of the sandard deviation to the mean) might be useful
here. For example, a coefficient of 10% or more might be classified as a high degree of
uncertainty.
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jectured that greater differences in uncertainty among groups A and B implies
greater differences in organizational orientation and greater difficulty in achiev-
ing effective collaboration between the groups. Such groups literally speak
different organizational languages, and, if they are to relate effectively, require
a third party (project manager) who speaks both languages to translate and
integrate for them. Coordination of two groups both having high uncertainty
can be more direct, possibly handled by committees, while two groups, both
havinglow uncertainty usually present no special coordination problems.

Thus, it is possible for a project manager to use the project network, along
with the principles of behaviora science, to pinpoint possible areas which re-
quire special attention to coordinate related project activities.
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RESOURCE CONSTRAINTS IN
PROJECT SCHEDULING

Resource allocation is probably receiving more attention today than any other
aspect of PERT/CPM. One reason for thisisthe worldwideinflation spiral since
the ail crisis of 1973-74, which has pushed the cost of resources required for
project execution higher and higher (thus making them relatively more impor-
tant). Another reason is that soaring interest rates have significantly increased
the cost of borrowing money, which directly affects many large plant construc-
tion and capital investment projects. Slippage of such loan-financed projects can
have a devastatingimpact on project budgets and cost expectations.

Another reason lies in the continued advances in computer technology over
the past two decades which have made more cost-feasible the application of
sophisticated solution procedures that are often necessary when resourcelimita-
tions enter the project scheduling picture.

The basic PERT/CPM procedures which produce a detailed project schedule
are limited in the sense that resource availabilities are not considered in the
scheduling process. Those basic procedures implicitly assume that available
resources are unlimited and that only technological (i.e., precedence) require-
ments constrain job start/finish times. One consequence of this is that the
schedules produced may not be realistic when resource constraints are con-
sidered. For this reason the basic time-only PERT/CPM forward-backward pass
procedure has been called by some seasoned users, "'a feasible procedure for
producing nonfeasible schedules."'

It isimportant to note in discussing the subject of resource constraints here
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that time/cost trade-off procedures are not included. Those procedures typi-
cally assume unlimited resources, are basicaly different from the procedures
discussed in this chapter, and are covered in the Appendix to Chapter 8. Of
course, alternative project durations and costs could be covered in the context
of simulation of aternative critical resource levels and their associated costs.
Such an approach is possible with the procedures discussed here, but it requires
extensive computational resources.

Resource constraints, while increasingly important, also unfortunately com-
plicate and alter some of the basic notions of PERT/CEPM. For example, the
longest sequence of activities through the project when resource availabilities
are constrained may not be the same critical path determined by the basic time-
only PERT/CPM approach. Ancther difference is that with the basic time-only
procedures there is one unique Early Start time (ES) schedule, while under
resource constraints many different ES schedules may exist. To understand
these differences it is necessary to look at how limited resources affect sched-
ule dlack (float).

HOW LIMITED RESOURCES AFFECT SCHEDULE SLACK

Figure 7-1 shows a simple 11-activity network (activity-on-node format) with
activity times indicated beside each node. Figure 7-2(a) shows the al-ES bar
chart schedule for this network. As can be seen, the project duration is 18
weeks, the critical pathis the activity (job) sequence A-C-I-3K,and jobsB, D, E,
F, G, and H dl have positive dack.

Now assume that jobs C and G each require the use of a specid piece of equip-
ment, such as a hoist crane. But only one crane is available. And assume that
jobs E and F each require a special bulldozer, but only oneisavailable.

The direct result of these resource constraints is that neither jobs C and

N’
k Duration, days

Figure 7-1 lllustrative 11-activity network (activity on node format).
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{al Unlimited resources ! l___| ———————— '|
all-ES schedule for _4
network of Figure
. e————— '
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If jobs C and G f— 3
each require a D
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Figure 7-2 Bar chart schedules for network of Figure 7-1.

G nor jobs E and F can be performed simultaneously asindicated by the ES
time-only schedule. One or the other of the jobs in each pair must be given
priority and each pair must be sequenced so there is no overlap, as shown in
Figure 7-2(b).

Examination of Figure 7-2(b) shows that, when resources for activitiesC/G

and E/F, respectively, are constrained, the following is apparent:

e ActivitiesG and H becomecritical, with dack reduced to zero.
o ActivitiesD, E, and F have their dack reduced significantly.
o With activity E given priority over F as shown (an arbitrary choice), the

dack of jobsD and E become dependent upon job F.

No job can start earlier than shown, given the precedence relations and
resource constraints, so this represents an early start schedule. However,
this schedule is not unique (as is the case with unlimited resources), since
job F could have been sequenced before job E in resolving the resource
conflict. In that case, the resulting schedule, though only dightly different
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from the one shown here, would be another ES schedule for the resource-
constrained case.

As this example illustrates, dack can be affected in significant ways when
resourcesare limited. In generd, the followingistrue:

Resource constraints reduce the total amount of schedule dack.

o Sack depends both upon activity precedence relationships and resource
limitations.

e The early and late start schedulesare typically not unique. This meansthat
dack values are not unique. These vauesdepend upon the scheduling rules
used for resolving resource conflicts.

e The critica path in a resource-constrained schedule may not be the same
continuous chain(s) of activities as occurring in the unlimited resources
schedule. A continuous chain of zero-slack activities may exist, but since
activity start times are constrained by resource availabilitiesas well as pre-
cedence relations thischain may contain different activities.

MULTIPROJECT SCHEDULING

The impact of resource constraints illustrated by the single-project example
above is magnified in scheduling multiple projects, i.e., situations where severd
separate, nominaly independent projects are linked together through their de-
pendence upon a pool of common resources. When the pool is tightly con-
strained relative to total concurrent requirements, activity sequencing choices
similar to that illustrated above must be made. However in this situation the
ramifications of the sequencing decision may extend beyond the boundaries of
the project containing the particular activitiesinvolved.

Figure 7-3 illustrates a hypothetical 3-project scheduling situation involving
only 3 resource types. To further simplify the example imagine that activities
requiring a resource use only one unit of any one of the three types, and only
one unit of any type is available (e.g., asin a machinelimited workshop). Al
activities are shown on their respective resource bar charts at their early start
times.

It is not difficult to visualize the dominolike seriesof eventsthat might occur
(depending upon activity float, and project finish times) as a result of delaying
activities to resolve particular resource conflicts. For example, delaying activity
1-3 of project 1 (to resolve the conflict with activity 1-3 of project 2) might
cause the following:

a. delaysin successor activities 3-4, 3-5, and 4-5 of project 1;
b. asa result of (a), the creation of additional resource conflicts among activ-
ities requiring resource types 2 and 3 (which must be resolved);
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Project 1 Proiect 2 Project 3
Time Time Time
Resource 1 Resource 2 Resource 3

Figure 7-3 Example of rnultiproject schedulinginteractions.

c. asaresult of (b), additional delaysin projects 2 and 3, and possibly even
project 1 again.

In practice, the schedules for such multiproject problems, involving tens of
projects, dozens of resource types, and thousands of activities, are capable of
development only with the aid of large-scale computers. Some examples of such
computer systems are given in Chapter 11; the point hereisthat it is the aspect
of resource constraints which elevatesthe multiproject problem from arelatively
simple exercise, when the usual time-only PVl procedures are involved, to a
problem of truly formidable proportions that can require sophisticated compu-
tational routinesand powerful computers for solution.

RESOURCE LOADING

One of the main advantages of the network model for project planning is the
ease with which information about resource requirements over the duration of
the project can be generated. The only condition for obtaining thisinformation
is that the resource requirements associated with each project activity shown on
the network be identified separately.

For example, Figure 7-4 shows the same network as Figure 7-1 with man-
power requirements of two different types indicated above each activity. By
utilizing these resource requirements in conjunction with both an early-start
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(3.2)

Activity no.

k Duration, days

Figure 7-4 Network of Figure 7-1 with resource requirements added.

schedule (such as shown in Figure 7-2(a)) and a late-start schedule(not shown)
the profiles of resource usage over time as shown in Figure 7-5 are obtained.
These profiles are commonly called resourcel cadi ng diagrams  Such diagrams
are extremely important in project management; they highlight the period-by-
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Figure 7-6 Resource profiles for network of Figure 7-4,
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period resource implications of a particular project schedule and providethe
basisfor improved scheduling decisions.

Resource Loading diagrams are probably more widely used than any other
resource analysis technique in project management. The technique issimple,
provides a useful visua picture, and does not alwaysrequire acomputer (except
for large-sized networks). In many cases the resource loading data are more im-
portant as rough planning guides rather than as precise godsto be obtained,ibe-
cause of schedule uncertainty. One major pharmaceutical firm, for example,
obtains resource loading information from all CPM schedules for research and
development projects, to provide resource feasibility checks on the amounts of
high-skilled medical and technical research personnel required. Such checksare
particularly useful in the case of multiple on-going projects, which each require
varying amounts of resourcesthat must be shared by all projects.

Cumulative Resource Requirements

Figure 7-6(2) shows the period-by-period total requirements of units of resource
A of network Figure 7-4, for both the early-start (£S) and late-start (LS) sched-
ules. The period totals were used in constructing the resource loading diagram
shown in Figure 7-5. Also shown in Figure 7-6(a) are the cumulative require-
ments for each period. These latter data can be usefully displayed in the form
of cumulative resourcerequirement curves as shown in Figure 7-6(b).

The cumulative requirements curves can be used to develop project sched-
uling information both before and during project implementation. For example,
as time progressesafter the project hasstarted, the cumulative resourcesrequired
should lie within the closed area bounded by the ES and L S cumulative curves.
If actual cumulative resourcesfall under the L S curve the project iseither behind
schedule or the resource requirements were overestimated. Conversely, if they
exceed the ES curve the project is either ahead of schedule or the resource re-
guirements were underestimated.

Use in Resource Planning

Another important use of the cumulative curvesisin preliminary resource dloca
tion planning. The magnitude of total cumulative requirements and the slope of
the average requirements line drawn to this end point can be used to develop
rough indicators of resource constraint " criticality'" and of the likelihood of
project delay beyond the initial forward-pass determined critical path duration.
For example, line | in Figure 7-6(b) indicates the average daily requirements for
resource A as.

111 total units

18 days = 6.2 units/day

avg. daily requirement =
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ES Schedule L SSchedule
Total Cum. Total Cum.
Period Units Units Units Units
1 5 5 3 3
2 5 10 3 6
3 5 15 3 9
4 9 24 3 12
5 9 33 5 17
6 9 42 5 22
7 9 51 5 27
8 9 60 5 32
9 6 66 9 41
10 5 76 10 51
11 5 76 9 60
12 5 81 9 69
13 5 86 9 78
14 6 92 6 84
15 4 96 6 90
16 5 101 7 97
17 5 106 7 104
18 5 111 7 111

Figure 7-6{a} Early and late start schedule requirements of resource A, network of Figure
7-4.

Days

Figure 7-6{h) Cumulative resource requirements of resource A, network of Figure 7-4.



Aesource Constraintsin Project Scheduling 199

Suppose resource A is available at a maximum level of 7 units/day. In thiscase
a total of 126 units could be expended over the 18-day critical path duration,
which is considerably more than the 111 units required over that period. Thus,
there is unlikely to be a project delay beyond the 18-day duration because of
constraints on Resource A. This conclusion can also be drawn from the ratio
of resources required to available, which is a rough measure of resource *"tight-
ness,” or criticality. That is,

avg. daly unitsreqd. _ 6.2 _
max. ant. avail. daily 7.0

0.88

criticality index =

The situation above can be contrasted to the case where only 6 units of re-
source A are available daily. In thiscase

criticality index = 22 = 1.03,
6.0

In 18 days a total of only 108 units of resource will have been expended (or "'in
place™), leaving some work unfinished and thus requiring an extension of the
project beyond 18 days.

In general, higher values of the resource criticality index calculated here are
associated with the most critical (i.e., most tightly constrained) resources. Very
little research has been conducted in thisarea, but what has been done’ suggests
that, while exceptions exist, values significantly below 1.0 typicaly are asso-
ciated with nonconstraining resources, while values around and above 1.0 indi-
cate that project delays beyond the original critical path duration will be
encountered.

Figure 7-7 shows another type of situation which can exist when using cumu-
lative resource requirement curves. This shows ES and LS cumulative require-
ments curves for one type resource (cubic yards of concrete poured) for a
hypothetical project. From the position of the ESand LS curvesrelative to the
project start date, it can be seen that concrete is not required during the very
beginning or end periods of project duration. It isassumed here that total proj-
ect duration has been estimated from the forward pass computations to be 200
working days, with concrete required only between days 65 and 185 (£S sched-
ule). A total of 1,000,000 cu. yds. is assumed to be needed and a maximum of
6,000 cu. yds./day is available.

Line 1 shown in Figure 7-7, constructed as in the previous example from
project start to the point of total cumulative resource requirements at project
completion, gives the average daily requirement for concrete as.

1,000,000 cu. yds.
200 days

=5000 cu. yds./day

avg. daily requirement over project duration =
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Figure 7-7 Cumulative requirements curves for hypothetical concrete pouring example.

The use of this averagefor estimating resource criticdity, asin the previous
example, will lead to a conclusion that concrete is not a constraining resource.
But this is misleading; this averageis clearly alower level of usage than isreally
required, because the usage is projected over the entire project duration instead
of the shorter period of actual need. A better measure of the average require-
ment is given by Line IT, which is drawn from the start of the ES curve to the
total cumulative requirements level at the end of the ES curve. The average
requirement given by the slope of thislineiscalculated as

1,000,000 cu. yds.
(185 - 65) days

= 8333 cu. yds./day.

If this average is used as before for estimating resource criticality a dif-
ferent conclusion is drawn: The criticality index is greater than 1.0, only
720,000 cu. yds. can be poured over the indicated period of 120 days, and
project delays beyond day number 200 will occur. The project can be suc-
cessfully completed within 200 days only if concrete pouring can start suffi-
ciently earlier than day 65 (e.g., by changing network logic, etc.) to accomplish
installation of the 1,000,000 cu. yds. by day 200, and other resources do not
become more critical than concrete.

Other situations similar to F i r e 7-7 include cases of intermittent or irregular
requirement of the resource. For example, Figure 7-8 illustrates a case where a
relatively small amount of some resource is required shortly after project start,
followed by aperiod of time of zero requirements, with significant requirements
in succeeding periods until shortly before project end (ES schedule).

avg. daily requirement over actual use period =
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Project end
start Days

Figure 7.8 lllustration of resource lower bound calculation from cumulative resource
requirement curves.

In cases such'as this an estimate of the minimum level requirements of the
resource is obtained by construction of the minimum-slope line which can be
drawn within the ES, LS "envelope' of cumulative requirements. Drawn tan-
gent to the envelope in Figure 7-8 at points (a) and (b), it gives the following
lower-bound estimate:

Ly -1y

lower bound estimate of avg. daily requirement = resource units/day

241
The estimate of the average calculated in this fashion can then be used in calcu-
lating the index of resource criticality, asshown earlier.

The use of the cumulative resource requirements curves as described generally
in this section provides an approach for estimating the impact of resource con-
straints, either in advance of or in the absence of more sophisticated procedures.
The procedure could also be used, if desired, asa basisfor setting activity prior-
ities in project scheduling. To do this, dl resources required by the project
could first be ranked by criticality; this listing could then be used to rank the
activities, putting those that require the most critical resource(s) at the top of
thelist. Then the activitiescould be scheduled in the order listed.

All good computer programs for CPM analysis today will produce resource
loading information (ES, LS daily profiies and cumulative requirements) in the
form of tables or figures even though they may lack the more sophisticated
capability of automatic schedule adjustment to meet desired resource loading
requirements. The latter capability falsinto the categories of resourceleveling
or scheduling under fixed resource constraints, which are discussed in the next
section.



202 Il | Advanced Topics

OVERVIEW OF BASIC SCHEDULING PROCEDURES

Scheduling procedures for dealing with resource constraints can be roughly
divided into 2 major groups, according to the problem addressed: (1) resource
leveling, and (2) fixed-limitsresource scheduling.

1. Resource Leveling. This type of problem occurs when sufficient total
resources are available, and the project must be completed by a specified due
date, but it is desirable or necessary to reduce the amount of variability in the
pattern of resource usage over the project duration. This type of situation
occurs frequently, for example, in the construction industry, where the cost of
hiring and laying off of personnel or physical resourcescan be substantial. Thus,
the objectiveis to level, as much as possible, the demand for each specific re-
source during the life of the project. Project duration is not alowed to increase
in thiscase.

2. Fixed Resource Linmts Scheduling. This category of problem, whichis
much more common, arises when there are definite limitations on the amount
of resources available to carry out the project (or projects) under consideration.
The scheduling objective in this case is to meet project due dates insofar as
possible, subject to the fixed limits on resource availability. Thus, project dura
tion may increase beyond the initial duration determined by the usua *‘time-
only" CPM calculations. The scheduling objective is equivalent to minimizing
the duration of the project (or projects) being scheduled, subject to stated con-
straints on available resources. This category of problem can be further sub-
divided according to whether the fixed limits on resource availabilities are
constant at some level or allowed to very over activity or project duration. A
further useful subdivisionis possible according to whether approximate, rule-of-
thumb procedures, or mathematically exact procedures are employed. Davis®
presents a general classification scheme employing these and other idess.

The basic general approach followed in both resource leveling and fixed re-
source limits scheduling is similar: Set activity priorities according to some
criterion and then schedule activitiesin the order determined, as soon as their
predecessors are completed and adequate resources are available. Because of
this common general approach, it is useful to understand somewhat better the
nature of the criteria employed before proceeding with a discussion of the dif-
ferent problems.

USE OF HEURISTICS IN SCHEDULING

The task of scheduling a set of project activitiessuch that both precedence rela
tionships and constraints on resources are satisfied is not an easy one, even for
projects of only modest sze. The difficulty isincreased if simultaneously some
objective such asminimum project duration or minimum total cost issought.
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The liited resource project scheduling problem fallsinto a category of math-
ematical problems known &s combinatorial problems. This is because, for any
given problem, a very large number of possible combinations of activity start
times exist, with each combination representing a different project schedule.
The number of combinations is extremely large, even for fairly small problems
of 20 or 30 activities and increases rapidly with an increasein the number of
activities. In fact, the number is typicaly so large for realistic-sized problems
as to prohibit enumeration of al aternatives, even with the aid of acomputer.
Analytical methods such a mathematical programming have not proven very
successful on these combinatorial problems. Instead, variousheuristic-based pro-
cedures have been devel oped.

Simply stated, a heuristic is a rule of thumb—asimple, easy to use guide or
ad used in problem-solving situations, to reduce the amount of effort required
in coming up with a solution. Heuristics may not aways produce the best
solution in every case, but their usefulnessin finding good solutions with a
minimum of effort iswell-known, based on experience and research studies.

Relatively simple heuristics such as "' shortest job first,"" or *"minimum slack
first" are effective aids in establishing activity priorities on many types of
limited-resource scheduling problems. An example application of such simple
heuristic ruleswill beillustrated here on both categoriesof problem listed above.
More complicated heuristic procedures—typically consisting of combinations of
heuristics and modifying rules—will be discussed later.

PARALLEL vs. SERIAL METHODS

There are two general methods of applying heuristics in project resource alloca
tion problems. A serial scheduling procedure is onein which dl activitiesof the
project are ranked in order of priority as a single group, using some heuristic,
and then scheduled one at a time (i.e., serialy). Activitiesthat cannot be started
at their early start time are progressively delayed until sufficient resources are
avallable.

In paralle scheduling, dl activitiesstarting in agiven time period are ranked as
agroup in order of priority and resources allocated according to this priority as
long as available. When an activity cannot be scheduled in a given time period
for lack of resources,it isdelayed until the next time period. At each successve
time period a new rank-ordering of dl eligible activitiesis made and the process
continued until al activitieshave been scheduled.

Even though the parallel method requires more computer time to reorder the
eligible activities at each time period, it appears to be the more widely used of
the two methods, being employed in a number of commercially-availablecom-
puter programsfor project scheduling. The only published research comparing
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the effectiveness of the two approaches in limited resource scheduling indicated
that the serial approach could produce shorter-duration schedules for some
categories of networks, but that there were aso disadvantages with this pro-
cedure in terms of the special scheduling conditions (such as activity splitting)
which could be handled.”

RESOURCE LEVELING

As noted earlier, in many project scheduling situations it is the parzern of re-
source usage, such as frequent changesin the amount of a particular manpower
category required, or peaks of resource demand at undesirable times, that must
be improved. The concentration of highest levels of demand for resource type
R1 in the earlier schedule periods, as seen in Figure 7-5, might be such an ex-
ample. Resource-leveling techniques are useful in situations such as this; they
provide a means of distributing resource usage over time to minimize the period-
by-period variationsin manpower, equipment, or money expended.

The essential idea of resource leveling centers about the rescheduling of ac-
tivities within the limits of available slack (float) to achieve better distribution
of resource usage. The dack available in each activity is determined from the
basic scheduling computations, without consideration of resource reguirements
or availabilities. Then, during the rescheduling, or "'juggling' of activities to
smooth resources, project duration isnot allowed to increase.

While the essential ideas of resource-leveling are easy to grasp, implementation
in practice can pose difficulties. For example, what activity schedule will mini-
mize resource costs for the network of Figure 7-4 given that project duration is
not to exceed 18 days? Questionssuch as this are not alwayseasy to answer just
by looking at resource profiles such as shown in Figure 7-5. Instead, some sys
tematic procedure for arriving at the best (i.e., most level resource utilization)
schedule is needed which providesan easily calculated measure of effectiveness.

The first edition of this text described a systematic procedure developed by
Burgess® for leveling resources. This method utilized a simple measure of effec-
tiveness given by the sum of the squares of the resource requirements for each
"'day"" (period) in the project schedule. It iseasy to show that, while the sum of
the daily resource requirements over the project duration is constant for dl com-
plete schedules, the sum of the squaresof the daily requirements decreasesas the
peaks and valleys are leveled. Further, thissum reachesaminimum for a sched-
ule that islevel (or aslevel as can be obtained) for the project in question.

The Burgess procedure which utilizes the above measure of effectivenessis
simple and can be utilized under a variety of problem assumptions (e.g., activ-
ity splitting). The basic method, which is representative of a general class of
resouce-leveling procedures, is explained in the following section.
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Burgess Leveling Procedure

Step|. List the project activities in order of precedence by arranging the
arrow head or node numbers in ascending order. When using activity-on-arrow
format and two or more activities have the same head number, list them so that
the arrow tail numbers are aso in ascending order. (This assumes that the net-
work events are numbered so that activity tail numbers are dwayslessthan the
head numbers.) The procedure given in Appendix 4-1 includes a routineto ac-
complish this. Add to thislisting the duration, early start, and slack valuesfor
each activity.

Step 2. Starting with the last activity (the one at the bottom of the diagram),
schedule it period by period to give the lowest sum of squares of resource re-
quirements for each time unit. 1f more than one schedule gives the same total
sum of squares, then schedule the activity aslate as possibleto get as much slack
as possiblein all preceding activities.

Step 3 Holdimg the last activity fixed, repeat Step 2 on the next to the last
activity in the network, taking advantage of any slack that may have been made
availabletoit by the reschedulingin Step 2.

Step 4 Continue Step 3 until the first activity in the list has been considered;
this completes the first rescheduling cycle.

Step5S Carry out additional rescheduling cyclesby repeating Steps 2 through
4 until nofurther reductionin the total sum of squares of resource requirements
is possible, noting that only movement of an activity to the right (schedule later)
is permissible under thisscheme.

Step 6. If this resourceis particularly critical, repeat Steps 1 through 5 ona
different ordering of the activities, which, of course, must still list the activities
in order of precedence.

Step 7. Choose the best schedule of those obtained in Steps 5 and 6.

Step 8 Make fina adjustments to the schedule chosen in Step 7, taking into
account factors not considered in the basic scheduling procedure.

If Steps 2-4 of the Burgess procedure are applied to the sample network of
Figure 7-4, the sequence of activity shifts, total units of each resource typer e
quired and calculated sum of squares at each major step are asshown in Figure
7-9, dongwith the final activity positions. Figures7-10(a) and (b) show, respec-
tively, the sum of sguares and resource profiles before and after application of
the Burgess procedure. As can be seen, application of the approach produces
both a lower sum of the squares and generally smoother profiles for both re-
sources, athough the pesk level of resource A has actually increased dlightly
compared to itsinitial level. Resource A can be held to a pesk period require-
ment of 8 units through Step 8 of the procedure (**final adjustments to the
schedule™; here by changing slightly the positions of activities E and G). How-



Sequence of Major Moves

Time
(Each activity shifted in 1-period
Activity f 2 3 4 5 6 7 8 9 10 17 12 13 ¥4 15 16 77 18 ingrements for tetal shown)
A 3A 3A 3A (1} Delay H one period
28 28 28 XR*=1132
(2) Delay F two periods
ER? = 1118
{3) Delay G one period
£R? = 1116
{4} Delay E five periads
£R? = 1112
{6) Delay D two periods
xR? = 1062
E
G
E
g
K
*Critigal activity
Leval of 5 5 5 9 9 9 9 9 6 5 5 5 5 6 9 5 5 5 Al 747 733 727 723 715
Resource A 5 5 8 8 7 7v 3 717 17 7 6
Assigned
Lewelof 6 6 6 8 8 3 3 2 4 4 4 4 3 1 4 4 4  zB'- 385 385 380 389 397
Resouree B 5 5 7 7 3 2 3 Total 1132 1118 1116 1112 1062
Assigned 1 5 3
4 4

Fiaure 7-9 Results of application of Burgess procedure to network of Figure 7-4.
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AllActivities AllActivities After Leveling
atES Time atLS Time via Burgess
Max. Res. Sum of Max. Res.  Sum of Max. Res,  Sum of
Resource Level Squares Level Squares Level Squares
A 9 743 10 779 10 715
B 8 389 8 387 6 s47
1132 1166 1062
Figure 7-10{a) Comparison of Burgess levelingcriterion for netwark of Figure 7-4.
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Figure 7-10(b)

Days

Resource profiles before and after application of Burgress procedure.

ever, this can be done only at the expense of increased variability in the level of
resource B, with a corresponding increase in the total sum of squares.

Burgess ideas are utilized in a recent paper by Woodworth and Willie,?* who
present a multiproject approach in which the sum of squares smoothing criterion
isapplied to each resource sequentially, acrossall projects. Although the authors
do not make it explicit, the procedure would presumably be applied to resources
in some descending order of criticality (i.e., most critical resourcefirst, etc.).
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FIXED RESOURCE LIMITS SCHEDULING

The process of resource leveling as illustrated above will smooth the profiles
of resource demand to the extent alowed by available activity float. But this
process does not aways produce satisfactory schedules if the amounts of avail-
able resources are tightly constrained. The final profiles of resource usage in
Figure 7-10{b), for example, show levels that might still exceed the maximum
amount of resources available. What would happen, for instance, if the amounts
of Resource A and B werelimited to, say, 6 and 7 units per day, respectively?

The answer to this question requires the use of the second category of pro-
cedures mentioned previously, called fixed resource limits scheduling. Also
often caled constrained-resource scheduling, or limited resource allocation,
these are techniques designed to produce schedules that will not require more
resources than are available in any given period, with project durations which are
increased beyond the original critical path length aslittle as possible.

An example flow chart of this type of scheduling procedure is shown in
Figure 7-11. The procedure will be applied to the same sample network of

Calculate initid early start (ES) and late start (LS) time for each activity
in the project, and set time now equal to 1, ie., T = 1.

Determine the initid digible activity set (EAS), i.e., those activities with
al predecessor activities scheduled.

Fmm among the members d the current EAS, determine the ordered

——scheduling set (0SS) d activities, i.e., activities with ES < T, ordered
according to LS with smallest values first and within this characteristic,
according to least activity duration first.

{

Congider the activities in 0SS in the order listed and schedule those
activities for which sufficient resources are available for the duration of
the activity. As activities are scheduled update the level d resources
available, and update the members d EAS.

t

Have dl activities been scheduled,

ie. is EAS an empty set? i L P —
No

Set 7 new = T old + 1 and compute new ES times for the updated

EAS. :

Fgure7-11  Basic congrained-resourcescheduling procedure.
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Figure 7-4 that we have been using, but with the amounts of Resource typesA
and B available limited to 6 and 7 units per period, respectively.

The procedure involves aparallel approach (stepping through time, period-by-
period). First aset of activities is defined whose predecessorsare dl scheduled;
this is caled the Eligible Activity Set (EAS). Then, only the activitiesin the
EAS with ES less than or equal to some time vaue T are considered. These
activities are ordered with least dack first and, within this criterion, with short-
est duration first. This ordered list of activities is referred to as the Ordered
Scheduling Set (0SS).

The bookkeeping for this scheduling procedure can be simplified by ordering
the activities in the 0SS according to their late start time (LS) instead of by
slack. The minimum-LSordering isidentical to the ordering obtained by using
minimum slack, as shown in Reference 4. However, an advantageis that theL S
vaues do not change from time period to time period, whereasslack valuescon-
tinuously decrease for an activity that isready to be scheduled in a given period
but is not scheduled.

The complete schedule shown in Figure 7-12 can be obtained by continuing

ACTIVITY Time
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Levelof A g £
unassigned A 2
1 1
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B
4
0

oW ®m
=T,

#
2
0

O ta T
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g ¢ ¢
2 4 4
1 1 1
LevelofB 7 7 7 7 7
unassigned 8 8 8 A 7

1 1 1 2 2

Figure7-12 Application
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the above procedure as indicated in Figure 7-13. The fina schedule showsthat
project completion is delayed 4 days past the early finish time of 18 days com-
puted for this project without regard to limits on available resources.

The procedure illustrated by this example represents a potentially powerful
general approach to abroad class of scheduling problems. The procedure can be
applied to multiple project problems as well as single projects. For the multi-
project case, project start and end dates for each project are necessary. Thisin-
formation is used to compute total activity slack (float), or the equivalent late
start times, to permit determination of the order in which various activities
are considered for scheduling. It should also be emphasized that the number
of resources being considered is not limited by this procedure but only by the
capacity of the computing system being used. The basic approach illustrated
by this simple example is, in fact, essentially how the magjority of heuristic-
based constrained-resource scheduling systems operate, including some large
commercially-offered computer programs. However, the basic steps indicated
here are often embellished considerably to permit more redistic simulation of
the numerous variations followed in the actual practice of scheduling project
activities. Some examples of these embellishments will be given later.

Relative Effectiveness of Heuristic Rules

If aheuristic other than minimum slack had been used for ordering the activities
in the OS8S, a different schedule might have been produced for the example net-
work. The min-slack heuristic was used here becauseit has been found, in sev-
eral studies, to generadly produce the best results. For example, a 1975 study®
comparing the 8 rules shown in Table 7-1 showed that the minimum slack rule
generaly outperformed the 7 other rules, asshown in Figure 7-14. These results
were based on a sample of small (i.e., 27-activity) multiresource problems for
which the optimal solution, in terms of minimum schedule duration, could be
caculated. A different study which involved larger networks from actual prac-
tice ranging in size up to 180 activities showed that either a Late-Start (equiva
lent to min-slack) or Late-Finish heuristic was most effective for both paralel or
serial alocation procedures.'® However, that study also concluded that the
choice of allocation procedure (i.e., parallel or serid) was of greater significance
in some cases than the choice of scheduling heuristic.

Although individual studies such as the two cited above have indicated the
general best-effectivenessof a particular heuristic, or type of heuristic, it must be
emphasized that dl such studies have also shown that no one heuristic—or com-
bination of heuristics—alwaysproduces the best results on every problem. Thisis
perhaps the greatest disadvantage of heuristics: Rules that perform well on one
problem may perform poorly on another, and viceversa. In practice, evenwith
more sophisticated procedures, it is not possibleto absolutely guarantee in ad-



T=1

EAS: A B
ES. 1 1
LS: 1 5
OSS: A g
Schedule A in periods 1-3 and remove it
from EAS.
Schedule B in periods 1-5 and remove it
from EAS.
Add C. D, and G to EAS.
T=2
EAS: C [s] G
ES: 4 4 6
LS: 4 9 10
08s: None—No activities can be sched-
uled.
Since mimimum ES = 4, skip T=3 and go to
T=4.
T=4
EAS: C D G
ES. 4 4 .6
LS: 4 9 10
(OSSN C 0
Schedule C in periods 4-9 and remove it
from EAS.
ADD | to EAS.
EAS. o] G I
ES: 5 6 10
LS: 9 . e
Ace n
T=6
EAS: b G 1
ES: 6 6 9
LS: 9 10 10
0OSss: D G
Schedule G in priods 6-9 and remove it
from EAS.

Since D can be scheduled no sooner than
period 10 because of resource con-
straints, togo T=10=ESof I.

T=10
EAS: D 1
ES: 10 10
LS: 9 10
08s: D 1
Schedule B in periads 10-11 and remove it
from EAS.
Add E and F to EAS.
T=1
EAS: 1 E F

ES: 11 12 12
LS: 10 11 11
08s: 1
Nao activities can be scheduled.

T=12
EAS: | E F
ES: 12 12 12
LS: 10 11 11
0SS: 1 E F
Schedule | in periods 12-15 and remove it
from EAS.
Schedule E and F in periods 12-14 and
remove them from EAS.
Add Jand H to EAS.

T=13
EAS: J H
ES: 16 15
LS: 14 14
08S: None—No activities ean be sched-
uled.
Since minimum ES = 18, skip T = 14 and
getoT =185,
T=15
EAS: J H

ES: 16 15
LS: 14 14

[e}:1H n
Schedule H in periods 15-19 and remove it
from EAS.
T=16
B 10
LS: 14
[o}-1H J
T=17
EAS: K
ES: 18
LS: 16
0ss: Nona—no activities can be sched-
uled.
T=18
EAS: K
ES: 18
LS: 16
0Oss: K no activities can be sched-
uled since K can be
scheduled no sooner
than period 20 because
of resource constraints,
gotoT =20.
T=20
EAS: K
ES: 20
LS: 16
0Oss: K
Schedule K in periods 20-22 and remove it
from EAS.

All activities have been schaduled. STOP.

Figure 7-13 Details of basie scheduling procedure applied to network of Figure 7-4.
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Table 7-1. Some Heuristics Used in Constrained-Resource Scheduling.

Heuristic Scheduling Rules Evaluated

Rule Notation Operating Features

Minimum Activity Slack MINSLK Schedules first those activities with lowest
activity slack time (total float).

Minimum Late Finish Time LFT Schedules first those activities with the
earliest values of late finish time.

Resource Scheduling Method RSM Priority index calculated on basis of pair-
wise comparison of activity early finish
and late start times. Gives priority to ac-
tivities roughly in order of increasing late
finish time.

Greatest Resource Demand GRD Schedulesfirst those activities with greatest
resource demand in order to complete po-
tential bottleneck activities.

Greatest Resource Utilization GRU Gives priority to that group of activities
which results in the minimum amount of
idle resources in each scheduling interval.
Involves an integer linear programming
logarithm.

Shortest Imminent Operations SI0 Schedules first those activities with short-
est durations in an attempt to complete
the greatest number of activities within a
given time-span.

Most Jobs Possible MJP Gives priority to the largest possible group
of jobs which can be scheduled in an in-
terval. Involves an integer linear program-
ming logarithm.

Random Activitv Selection RAN Priority given to jobs selected at random,
subject to resource availability limits.

Note: The MINSLK rule has been shown equivalentto a minimum-late-start-time rule.

vance which particular heuristic—or combination of heuristics—will produce
best results for agiven problem.

In spite of this drawback, heuristic procedures are used very widely in prac-
tice. The schedules produced by these procedures may not be the theoretically
best possible, but they are usually good enough to use for planning purposesin
view of the uncertainties typically associated with activity durations and re-
source constraints and requirements. Furthermore, some very powerful com-
puter-based solution procedures incorporating avariety of imaginativeheuristics
have been developed which will produce schedules for large, complex projects
under avariety of specia assumptions such as job splitting, **crashing," stretch-
ing out of jobs by varying the rate of resource application, etc. General informa-
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of
problems for
which optimum

GRD
RAN
GRU
MJP
510

(s} Percent of problems for which optimal minimum duration solution was obtained.
(Optimal vs. nonoptimal totals include problems in which one ar more heuristic sequencing
rules produced a minimum duration solution.)

Performedrelatively better
than a random rule

RSM 6.8% | |

RAN
I
GRD Performed relatively worse
than a random rule
510 - P
MIP | 1p.0% I l

(b} Percentincrease above optimal duration.

Figure 7-14  Heuristic rules results.’

tion about a number of such commercially-availablecomputer programsis given
in Chapter 11. Many other such programs have been developed by individual
companies for proprietary use. The detailsof these approaches are not generally
available for publication.* However one program, representative of thisclassof
comprehensive heuristic procedures, that has been described in the open litera-
tureis described briefly below.

Wiest's SPAR-1 Model

One of the more comprehensive heuristic scheduling procedures developed by
an independent researcheriscalled SPAR-1 (for Scheduling Program for Allocat-

*These programs vary widely with regard to approaches used IN scheduling under resource
constraints Some, such as the McAuto ""MSCS" package, allow the user to choose from
among several available heuristic rules or even create hisown. Others utilize one or more
built-in heuristic riles without allowing any user choice.
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ing Resources). Developedin the mid-1960s by J. D. Wiest,*?*%? it has served as
a model for many other subsequent procedures. A flow diagram of the pro-
cedure isgivenin Figure 7-15.

The SPAR-1 model is similar to the basic procedure diagrammed earlier in
Figure 7-11, in that a paralel scheduling approach is followed and activitiesare
sorted for scheduling within each time period in order of their total slack. How-
ever, the SPAR-I model includes a number of useful embellishments, as will be
seen in the following description. One unusual feature not apparent from the
flow diagram is a probability-based selection procedure for determining whether
ajob from thelist of jobsédligiblefor schedulingin each period is actually sched-
uled. Under this approach the first job on the listisnot automatically selected
for scheduling, but is selected with some probability lessthan 100%. Jobs from
the top of the list which are not selected are moved to the bottom of the list.
Eventualy dl jobsin the list will be scheduled, but the sequence of scheduling
will vary randomly, and hence the project schedule will vary on successiveruns
of the model, even though inputs are exactly the same. This feature alows a
number of different schedules to be generated and the best one selected accord-
ing to aspecific criterion.

In the SPAR-1 model each job has a normal, maximum, and minimum level
of resources which can be assigned toit. Since the total man-days required for
job performance is assumed to be constant irrespective of resource loading, job
duration can be normal, "‘crashed" (shortened), or "stretched" (increased),
according to whether the level of resources assigned is normal, maximum, or
minimum. Resource allocation isdone automatically by the program, according
to whether the jobiscritical or noncritical.

Referring to Figure 7-15, it can be seen that the SPAR-1 model iterates day
by day starting with day d =1. Jobs with ES=1 are selected and ordered ac-
cording to their dack (the ""augment critical job routine" actually comesinto
play later and will be explained below). If the job to be scheduled is not crit-
ical, attempts are made to schedule it with anormal level of resources(**normal
crew sze'"). If thisis not possible, the minimum crew sizeis considered before
the job is postponed until day d+ 1. If the job to be scheduled is critical a dif-
ferent procedure isfollowed. First, if sufficient resources are available the job
is scheduled at its maximum allocation; that is, it is crashed. If thisisnot pos
sible a normal crew size is considered. |If neither of these attempts is successful
two specia subroutines are tried. In the fist of these, efforts are madeto bor-
row needed resources from currently active jobs. Resourcesare borrowed from
a job only when the resultant **stretching'* of the job will not delay the entire
project.

The second subroutine that may be tried for critical jobs reschedules active
jobs to alater start date. That is, jobs that can be postponed without delaying
the project are delayed for scheduling until a later period; the resources thus



START

Read job data

—

.
| Search routine for |

I3 con of schedule<
best previous schedule?

>

\ Zmin. crew size?

start of job j
today/i+1

Figure 7-15

Postpone early

Decrease men available
by crew size scheduled

STOP
A

A\ | Calculatecon |

max. crew size? J

* active job routine l

Successful

Reschedule active

Add-on unassigned men
routine

No

Bookkeeping routine:
recalculate tentative

schedule for remaining jobs

Flow diagram for 8PAR-1 scheduling program.
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freed up are available for assignment to the critical job. This rescheduleroutine
has essentially the same effect as a''look ahead" feature might have. However,
instead of actually looking ahead to predict the needs of critical jobs (which
would be difficult in the limited resources cases, since activities are not always
scheduled at their ES date), the model changes previous decisions as it moves
along from day to day by '"taking back™ resources that were assgned to jobs
in earlier periods which do not need them as much as the critical jobs.

If neither of the special subroutines (borrow resources or reschedule active
jobs) is successful, a minimum resource level schedule is attempted before the
start of the critical job is postponed. Then, after all possiblejobsare scheduled
on day d, the add-on unassigned resourcessubroutineiscalled. In this procedure
alist of unused resourcesis compiled. A list of active jobs requiring these re-
sources that are not at their maximum allocation levels is aso compiled, in
ascending order of slack. The assigned levels of these jobs is then increased,
until either jobs or resourcesis exhausted.

Whenever the program iterates to a new day (i.e., day d+ 1), the augment
critical jobs subroutineis tried. With thisfeature jobs previously scheduled and
still active are examined. |f any of these is critical and has a resourceleve less
than its maximum—and if resources are gtill available—thatjob's resource aloca
tion isincreased as much as possibleup to the maximum.

As the program moves from day to day it also updates al critical path data,
i.e., early and late start and finish times, and job slack. The importance of this
step is apparent, since a job's criticality may be changed through actions taken
by the model. For example, when resources are increased to acritical job the
resultant duration decrease might cause it to gain postive slack and become
noncritical.

When all jobs have been scheduled over all days, the cost of the schedule is
computed, including daily overhead expenses, due date bonuses or penalties,
and resource costs based on the assumed available levels. Depending upon the
cost of the schedule compared with previous schedules, the procedure is either
terminated or a new set of available resourcesis tested.

SPAR-1 is able to accommodate projects of several thousand jobs, and several
dozen resource types, under a variety of special assumptions, such as job split-
ting, shift or nonshift scheduling, variable resourcelimits, and single or multiple
projects. The results obtained from SPAR-1 on small tests problems have shown
that in some cases it gave nearly optimal results. However, no heuristic-based
program, irrespective of its complexity, can guarantee to yield an optimal proj-
ect schedule, or even consistently best results from problem to problem, as
noted earlier.

Analytic procedures, such as linear programming, can yield optimal solutions
consistently, but are restricted to relatively small projects with few special con-
ditions. For this reason, and in spite of their limitations, heuristic procedures
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appear to offer, for the foreseeable future, the best approach for scheduling
redlistic-sized projects under conditions of limited resources.

OPTIMIZATION PROCEDURES

Another major category of constrained-resource scheduling procedures—those
for producing optimal solutions—hasbeen characterized by relatively less prac-
tical progress than the heuristic methods. The optimization procedures which
have been developed can be divided into two subcategories:

1. proceduresbased onlinear programming(LP);
2. procedures based on enumerative and other mathematical techniques.

Linear programming (LP) was first proposed as a method for solving the con-
strained-resource scheduling problem in the early 1960s. Numerousformulations
of the problem were proposed but found to be impractical except for solving
small problemsof only afew activities. Wiest described the use of those early LP
formulations on the constrained-resource problem as **akin to using a bulldozer
to move a pebble.”?? Wiest showed that a 55-activity network with four re-
source types would require more than 6,000 equations and 1,600 variables.
Later researchers improved on these early formulations and solved somewhat
larger problems. |n recent years, with the increasing capability and decreasing
cost of computers, some researchers have once again begun to investigate the
use of linear programming procedures, either aone or in combination with
other approaches. An example of the latter type of approach is that of Patter-
son and Huber,'* who combine a minimum bounding procedure with integer LP
to reduce the computation time required in arrivingat a minimum project dura-
tion. Essentidly, their approach involvesstarting the optimization procedure off
with a ""good" lower bound solution, to reduce the domain of possiblesolutions
over which the LP algorithm must search. The "*minimum bound'* they useto
initiate the search procedureissimply an estimate of the minimum project dura-
tion implied by the tightest resource constraint, i.e., if the cumulative resource
requirement of that resourceis80 units, and if 8 units per day are the maximum
available, then the minimum project duration = 80/8 = 10 days. They tested this
approach on aseries of small problems ranging in size up to about 20 activities
and 3 different resource types, with encouraging results, compared to those of
other LP approaches.

Another recent approach is that of Talbot.'® He uses both integer linear
programming and implicit enumeration in formulating and solving resource-
constrained project scheduling problems in which job performance time is a
function of resource alocation, and total cost is used as an objective function.
His reported computational experience indicates that the methodology can



218 H | Advanced Topics

provide optimal solutions to small problems and heuristic solutions to larger
problems.

The LF approaches that have been proposed to date appear to share the com-
mon weakness of unpredictability of effectiveness. That is, they produce an
optimal solution quickly on some problems but not on others. The Patterson-
Huber algorithm mentioned above, for example, operating on an IBM 360-67
computer solved some 20-activity problems optimally in seconds while other,
essentially similar, problems required 10-20 minutes of computer time. If the
characteristics of those problems which are amenable to solution by LF could
be identified, the future for LP approaches might appear brighter than it now
does.

In summary, in spite of some encouraging recent development, LP approaches
still have not progressed to the point where they are capable of routinely solving
the type of large, complex problems easily handled by heuristic procedures.
They have been used with heuristic procedures to determine the best sequence
of activities within the OSS at individual time periods. However, they remain
today primarily an interesting research topic for academicians.

Enumeration Techniques. The second category of optimization procedures
consists of techniques that have appeared on the scenefairly recently. Theseare
based on enumeration of al possible activity sequencing combinations (i.e.,
schedules) and include the so-called "branch and bound" procedures. These
methods were first applied to constrained-resource project scheduling in the
late 1960s, when researchers in the USA and Germany independently demon-
strated that such procedures were capable of optimally solving networks of up
to about 100 single-resource activities or 30 multiresource activities, under
assumption of nonconstant resource availabilities and activity splitting.®:1+12
More recent developments include procedures which appear capable of con-
sistently producing optimal solutions to larger problems much more efficiently.

The term "*branch and bound" (B&B) refersto ageneric type of optimization
procedure which involves partitioning a problem into subproblems (branching),
and evaluating these subproblems (computing bounds). The procedure can be
conveniently modeled by the nodes and branches of a tree, to enumerate pos-
sible aternativesin arriving at the best solution. Thissolutions tree issometimes
referred to as the “B&B tree."" The power of the procedure stemsfrom the fact
that the enumeration processisinplicit, not explicit, since some incomplete
schedule alternatives generated early in the process can be identified immedi-
ately as not capable of leading to an improved complete schedule (compared to
some initial starting vaue), and thus are not pursued in the solution develop-
ment process. B&B procedures that have been developed by different researchers
differ in the branching rules used (for deciding which portion of the tree to ex-
plore next) and in the bounding rules used (for identification of nodes least
likely to produce an improved solution).
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Table 7-2.  Computation Results For Optimal Solution of 233 Problems."®

Network Size Number Mean CPU Variancein
{No. Activities) Solved Time (min.)*® CPU {min.)*
23 60 0.20 0.07
27 60 0.76 1.02
35 57 261 19.17
43 _B6 5.84 60.75
233

A number of different branch and bound procedures for the project schedul-
ing problem have been developed by variousresearchers. One of the more effec-
tive to date is that of Stinson, et a., described in Reference 17. The details of
this procedure, which is designed for minimizing project duration, are sum-
marized in Appendix 7-1, and illustrated on a small sample problem. An optimal
solution for the familiar example problem used throughout this chapter (net-
work of Figure 7-4) isalso presented there.

To give some indication of the capabilities of the B&B approach, Stinson's
procedure produced the results shown in Table 7-2 for a sample of 240 artifi-
cialy-generated test problems. Out of the total of 240 project-type problems
attempted (job-shop scheduling problems were aso solved), optimal solutions
were found for 233, or 97%. The program was terminated short of optimality
for the 7 unsolved problems. In each case computer memory demand, not com-
putation time, was the limiting factor, with 500K bytes of memory storage on an
IBM 370-155 allocated. A representative 4-resource problem in the 43-activity
classis shown in Figure 7-16, with the optimal activity start tirmnes.

Figure7-16 Network for representative B&B problem.
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ACTIVITY DURATIONS. RESOURCES REOUIRED. AND OPTIMUM START TIMES

Act No. ODur. Res. Req.  Opt. Start Act No. Bur. Res. Req.  Opt Stan

1 0 0 0 0 O 0 22 5 2 6 6 1 48
2 4 3 2 4 2 0 23 1 3 2 4 1 39
3 6 6 2 3 1 0 24 1 2 6 4 3 43
4 6 5 4 3 2 & 25 11 1 2 4 44
5 2 1 3 3 1 6 26 5 6 3 6 1 43
6 2 4 1 6 2 12 27 6 6 2 2 6 55
7 3 4 1 4 5 4 28 3 5§ 1 5 1 40
8 5 1 2 2 2 12 29 3 3 3 2 4 45
9 7 1 5 2 3 17 30 7 4 3 4 3 48
10 6 6 1 5 3 25 31 5 2 5 3 3 61
11 8 6 1 6 3 17 32 2 1 3 5 5 53
12 2 5 1 6 6 14 33 3 2 3 3 2 '62
13 1 3 4 4 3 24 34 6 4 1 4 1 62
14 7 1111 16 35 7 3 5 5 4 55
15 2 11 4 1 25 36 1 1 4 5 4 67
16 1 11 2 3 31 37 3 1 5 1 2 68
17 9 1 3 5 2 27 38 2 5 3 1 3 67
18 5 4 2 3 1 31 39 2 2 4 3 3 65
19 3 5 1 4 3 36 40 1 6 3 2 3 69
20 3 2 2 5 3 40 41 2 2 6 5 4 71
21 4 3 5 6 5 36 42 3 3 3 2 4 71
43 0O 0 0 O O 74

Resource Limits: 10 units each type.

Figure 7-16 Continued

All of the implicit enumeration approaches devel oped to date appear to share
the same disadvantage common to LP optimization procedures. unpredictabil-
ity of computation time from problem to problem. For example, as Table 7-2
shows, the variance in CPU time required by the Stinson approach was quite
large, ranging up to as much as 10 times the mean for a given class of problems.
While some efforts were made in the testing of the procedure toisolate possible
problem characteristics contributing to such large variance, no significant con-
clusions were drawn.

NETWORK CHARACTERISTICS: USE IN
RESOURCE-CONSTRAINED SCHEDULING

The experience gained in resource-constrained scheduling with heuristic and
optimization procedures has clearly shown that the effectiveness of both types
of procedures is strongly dependent upon the characteristics of the particular
problems being solved. Yet surprisingly little is known about the exact nature
of this relationship.

In contrast to the considerable effort that has been expended over the past
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20 years on the development of solution techniques, comparatively little effort
has gone into study of the problems themselves, i.e., the size, shape, complexity,
etc., of project network scheduling problems. Thisis particularly true of prob-
lems encountered in actual practice.

The lack of an accepted methodology for simply describing networks in mean-
ingful terms has hindered the development of a useful classification schemefor
resource-constrained scheduling applications. For example, except for the num-
ber of activities and resource types, there is today no readily accepted way for
describing the differences/similarities between networks, except in very general
descriptive terms, such as"'short and fat,"" "'long and thin," etc.

The need for a system or methodology for describing or measuring the differ-
ence between networks, or changes to a given network problem, has been long
recognized. One use of such a scheme would bein estimating the computational
requirements or genera effectiveness associated with a particular optimization
procedure. Another use, in the case of heuristics, would be in predicting which
of several heuristics might be most effective on a particular problem, or in esti-
mating the impact on schedule duration of changesin network structure and/or
resource constraints, when scheduling given networks with a selected heuristic.

Various quantitative factors or summary measureshave been tested by differ-

Table 73. Examples of Network Summary Measures.’

I. Measures that characterize network size, shape, andlogic

Examples: Length: max. no. of consecutive nodes from beginning to end
Width: max. no of nodes in parallel

) No. of arcs
Complexity: ————
No. of nodes

1l. Measures thatindicate time characteristicsof the network

Examples: Sum of Activity Durations
Average Activity Duration
Variance in Activity Durations
Critical Path Duration
Total Network Slack
Sum of activity durations

Density: -
Sum of durations + total free slack

111. Measures that characterize resource demands favailabifities
Examples: Total Work Content (equivalentto cumulative resource requirements)
Average Resource Requirement Per Activity
Average Resource Requirement Per Period

Product Moment (a measure of location of predominant influence of the
resource type, in terms of first or second half of original project durationl

Resource Utilization Factor (a measure of resource "‘tightness,”” in terms of
requirement versus availabilities)




ent researchersin attempts to explain the relationship between problem char-
acteristics and effectiveness of a particular solution technique. In general these
attempts have not been successful. However, Patterson'?® developed a regres-
sion model which satisfactorily predicted the relative effectiveness of selected
heuristic rules for project duration minimization on asample of both singleand
multiproject problems.

A somewhat different scheme of network summary measuresis described in
Reference 7. One of the more complete such schemesyet proposed, it isin-
tended to provide both a general scheme of project network descriptive measures
as well as factors for use in resource-constrained scheduling. This approach
divides the domain of possible summary measuresinto 3 categories. Table 7-3
shows these categories, along with selected examples of summary measures in
each category.

One potential use of such summary measuresis for estimating the impact of

Figure 7-17 Project network for management information system.
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ACTIVITY DURATIONS AND UNITS OF EACH RESOURCE TYPE REQUIRED

Activity Type | Type2 Activity Type 1 Type 2
No. Duration Resource Resource No. Duration Resouwrce Resource

Figure 7-17 Continued

aternative resource availability levels on project duration, to avoid the necessity
of actua solution by computer. The network shown in Figure 7-17, for ex-
ample, isfor an actua project involving the design and implementation of soft-
ware for a computer-based management information system. The resources
required in this case were 2 different types of computer programmers. Project
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duration, computed without regard to resource limits, was 75 days. However,
the number of programmers of each type was severely limited. Possible com-
binations of each type of personnel ranged from alow of 3 type 1 and 7 type 2
to amaximum of 5 type 1 and 9 type 2 (activity durations were fixed and did
not change with resource loading).

When the network was scheduled successively under each of these 9 levelsof
manpower availability (using a minimum Late Finish T i e heuristic), the project
durations indicated by the solid curve (*'scheduled'” vaues) in Figure 7-18 was
obtained.

A regression equation was developed for estimating these scheduled values,
using selected combinations of the types of summary measures illustrated in
Table 7-3. This regression equation was used as the basisfor a forecasting model
in the form of an interactive computer program. The program, when given the
standard network data (i.e., durations and logic), resource requirements, and
possible combinations of resource limits of each type, automatically calculated
the necessary summary measures and produced the **forecast™ durations shown
in Figure 7-18.

Available men per day (Type 1, Type 21

Figure 7-18  Forecast and scheduled durations for network of Figure 7-17,



Resource Constraints in Project Scheduling 225

SUMMARY

Techniques for scheduling activities to satisfy resource constraints have devel-
oped significantly in both number and capability over the past 20 years. The
past 10 years, in particular, have seenincreased activity in thisarea.

Considerable progress has been made in the past 10 yearsin the development
of implicit enumeration procedures for producing optimal resource-constrained
solutions. And because of the continued improvements in computer technology,
these procedures appear within the realm of practical application to modest-
sized problemsin special cases. However, the extreme unpredictability of com-
putation time associated with these procedures will most likely prevent their
widespread use until either improved algorithms are developed or waysare found
to exploit problem characteristics by applying them only ininstances where they
will be effective.

Heuristic scheduling procedures have also experienced significant progress
over the past 10years. Today there areliterally dozens of large-scale, computer-
based project scheduling packages available, which offer varied and imaginative
heuristics that will handle the largest networks under an extreme variety of
specia conditions. Such heuristic procedures are the mainstay of commercia
applications, and will likely continue to be for the immediate future.
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EXERCISES

Suppose the resource requirements associated with each activity in the net-
work of Figure 7-4 have changed to the following levels:
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Resource Requirement
Activity Type A Type 8
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a. Draw the ES and LS resource profiles.

b. Construct the cumulative resource requirements curves.

c. Calculate the lower-bound estimate of the average daily resourcerequire-
ments of each type; use the internal tangent method where appropriate.

d. What is the criticality index for each resource if the following maximum
levels of each are available?

Type A Type B
Case 1 8 8
Case 2 7 7

e. What is the expected minimum project duration with Case 1 resource
limits of d above?

. Using the Burgess leveling procedure and the revised resource requirements
above for the network of Figure 7-4, level the resource requirements as much
as possible.

. Using the shortest-job-first heuristic (S10 rule in Table 7-1) instead of the
min-LS rule to order activitiesin the OSS, reschedule the network of Figure
7-4 with the basic procedure of Figure 7-13. Uselowest job number in case
of ties.

. Using the new resource requirements given in (1} above for the network of
Figure 7-4 and resources available of 8 type A, 8 type B, apply the basic
scheduling procedure of Figure 7-11.

. Repeat exercise 4 above, but instead of using the Min-LSrule to order activ-
itiesin the OSS, use the " Greatest Resource Demand" (GRD) rule shown in
Table 7-1. Use lowest job number in case of ties.

. Schedule the example of Figure 7-4 using the Wiest procedure outlined in
Figure 7-15. Assume that only resource type A isrequired, that the activity
resource requirements of type A shown in Figure 7-4 are the ""Normal crew
size" and that the maximum and minimum loadings are one unit more or
one unit less, respectively. Assume type A resources available equal 8 units.
Ignore schedul e costs.

. Verify the project schedule shown in Figure 7-9 using the Burgess algorithm.



APPENDIX 7-1

APPLICATION OF BRANCH AND
BOUND METHODS TO RESOURCE
CONSTRAINED PROJECT SCHEDULING

The description of the branch and bound method here as applied to resource-
constrained project scheduling is based on Stinson, Davis, and Khumawala.!”*
The version of the problem addressed is minimization of project duration, i.e.,
establishing a schedule of feasibleactivity start timessuch that the entire project
is completed in aminimum span of time. It isassumed that (1) resource require-
ments of each activity are at a constant level for each resource type during the
entire interval in which the activity isin progress, (2) the level of availability of
each resource type is constant over the entire span of project duration, and
(3) activitiesonce started are not interrupted.

The B&B procedure for the resource-constrained scheduling problem consists
of creating nodes in the decision tree, which represent unique "' partia sched-
ules' Each partia schedule represents scheduling decisions for some subset of
the total number of activities. The partia schedules created are dwaysfeasible
(i.e., they satisfy both precedence and resource constraints) and nonredundant
(no two schedules are exactly alike). Furthermore the solutions treeisexhaus
tive in that every possible feasible project schedule will exist at the termina
nodes of the tree.

The tree generation process starts with creation of aninitial node representing
the set of activitieswhich can be started at the beginning of the project (time 0).
From this point a family of partial schedulesis created by branches with new

*Referencenumbersarefor thereferencesto Chapter 7.

228
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nodes to the tree; each node in the family created from a particular node hasin
common with the others al scheduling decisionsmade previously in creating the
common parent node. However each is unique from the othersin that it in-
cludes one new decision involving the scheduling of one or more activities pre-
vioudly unscheduled. Each branching operation therefore creates only asmany
new partial schedules as there are feasible combinations (*'feasible subsets'™) of
activities that may enter the schedule at some point in time, t,. Thus apartial
schedule, PS, can be visualized as a red project in progressat time t,: Some
activities (the ""complete set,”" C,,) will have been completed at t,, others (the
"active set," A,) may be actively in progress, to be finished at alater date, and
still others may be ready to be scheduled when al predecessor activities have
been compl eted.

The complete B&B procedure involves simultaneous tree generation and
"'pruning,” to prevent growth beyond unmanageable bounds. However the pro-
cedure is best understood by first showing the complete (i.e., unpruned) tree
for asample problem; then techniques for pruning the tree will be described.

The small 4-activity project of Figure 7-19 will be used as an example. The
B&B solutions tree generated for this project is shownin Figure 7-20. The first
node (partial schedule) represents the only feasible scheduling decision at time
zero, whichisto place activity 1, the dummy start activity, in an " active'" status.
When activity 1 iscompleted (also at time zero) there are three possible schedul -
ing decisionswhich are feasible (i.e., 3 possiblefeasible subsets): Schedule activ-
ity 2 by itself (node 2), schedule activity 3 by itself (node 3), or schedule both
activities 2 and 3 together (node 4). The latter is allowable only because the
resource requirements of both activities together do not exceed the amount
available.

To illustrate continuation of the process, consider branching from node 2,
where activity 2 is scheduled to start at time zero. The next set of scheduling
decisions will occur when activity 2 iscompleted (time 1). Thusall scheduling

k Duration

Figure 7-19  Simple network for branch and bound illustration.?
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Figure 7-20 Complete decision tree for illustrative network.""

decisionsin the new family of nodes emanating from node 2 will occur at time
1. The feasible dternatives are: Schedule activity 3 aone (node 5) or schedule
activity 4 aone (node 6). The aternative of scheduling both activities 3 and 4
together is not feasible because of resource constraints.

Continuing from node 6 (activity 4 selected to start at time 1), there are three
possible alternatives. Schedule activity 3 alone (node 10), schedule activity 5
alone (node 11), or schedule activities3 and 5 together (node 12). All three new
nodes have the same ""decision time™ of day 5, since activity 4 is complete at
time 5.

If node 12 is selected to continue from, it can be seen that both activities 3
and 5 will be completed simultaneously at the end of day 9. At thispoint the
only possible new decision is to schedule the fina (dummy) activity 6. Thus
node 23, a termina node, is a complete schedule since dl project activitieshave
been scheduled. Node 23 is, in fact, the optimal schedule; its completion time
is 9 days. The Gantt chart for node 23 is shown in Figure 7-21 along with al
nonoptimal complete schedules(terminal nodes 20, 21, 22, 24, and 25).

The tree of solutions created for this sample problem can be seen to be ex-
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Figure 7-21 Complete schedules for illustrative network,17

haustive, and feasible with respect to both precedence and resource constraints.
It is dso nonredundant since no two complete schedules are exactly dike. It
offers a framework for evaluating all possible feasible schedules. However, fol-
lowing this processis quite impractical for even modest-sized problems, because
the number of complete schedules rapidly becomes extremely large as the num-
ber of activities increases. The framework offered is thus useful only to the
extent that portions of the solutions tree can be pruned away during the tree
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creation process, in order to keep the tree within manageable bounds. Such
pruning is alowable, however, only if it can be proved conclusively that further
branching from the pruned-away portions of the tree could not possibly lead to
a complete schedule which would be better than some other complete schedule
that aready exists or that can be developed from the nonpruned portions of
the tree.

PRUNING THE TREE

Pruning the solutions tree can be accomplished with two basicaly different
categories of procedures: (1) schedule dominanceand (2) lower bownds. Sched-
ule dominance is relatively more powerful, but operationally more difficult to
implement. We will describe dominance procedures first.

Schedule Dominance

There are several different approaches to determining schedule dominance; dl
of them involve some form of schedule comparison. The approach described
here was developed by Stinson!® and utilizes some proofs of Schrage!® and
Johnson."*

To grasp the essentia notions of schedule dominance, look again at the
branching process from node 1 of the example treein Figure 7-20. In branching
from node 1 to create nodes 2, 3, and 4, al possible combinations of activities
2 and 3 were scheduled. Note that node 3 represented scheduling activity 3
adone. Since activity 3 has a duration of four days, al scheduling decisions
""downstream" of node 3 must occur at day 4 or later. Thisincludes activity 2,
which technologically can be scheduled to start simultaneously with activity 3,
is resource-feasible with activity 3, butisonly 1 day in duration. Thus, irrespec-
tive of when activity 2 later appearsin any schedule emanating from node 3, it
can dways be left-shifted to start at time 0. The Gantt chart for node 24
(shown in Figure 7-21), the only complete schedule downstream from node 3,
shows activity 2 starting at day 4. If activity 2 were left-shifted, the schedule
could be shortened by one day and hence replicate the complete schedule of
node 25. Consequently it can be said that the partial schedule of node 3 isdom-
inated by another partial schedule (node 4) and node 3 could have been elim-
inated from consideration in expanding the tree (thereby eliminatingnodes?, 13,
18, and 24). Nodes10and 11 could aso have been pruned in similar fashion.

Both nodes 2 and 3 in the sample tree involve scheduling only one activity
while both simultaneously are feasible. Y et node 3 is dominated while node 2
isnot (clearly, since the optimal path emanates fromit).

While node 2 obviously cannot be dominated directly, any immediate suc-
cessor which incorporates activity 3 into the schedule may be dominated. Here
node 5 is dominated because activity 3 can be left-shifted one day in the com-
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plete schedule shown downstream as node 21, making it also equivalent to the
complete schedule of node 25. Thus node 5 is also dominated by node 4, the
parent of node 25.

At this point in the pruning process the surviving portions of the tree are
shown in Figure 7-22. Only one path other than the optimal path remains. This
path cannot be diminated by the type of schedule dominanceillustrated above,
but may be pruned by use of alower bound.

Lower Bound Pruning

Note that at any point in the project scheduling(i.e., for any partial schedule) a
minimum length schedule for the remaining (unscheduled) activities can be cal-
culated ignoring possible resource conflicts. In other words, there isan inescap-
able duration of the remaining work implied soley by the duration and prece-
dence requirements of the remaining activities. The completion time of this
path constitutes a lower bound on completion time of any partial schedule
emanating from this partial schedule. The authors of Reference 17 cal thisa
precedence-based lower bound (LBP). If itisnotlessthan the completion time
for a known complete schedule (called the current upper bound), the partia
schedule may be pruned.

Another type of lower bound can be calculated by ignoring precedence con-

Figure7-22 Reduced solutions tree for illustrative problem.



straints and looking at resource requirements. Any project has a fixed work con-
tent of each resource type, equal to the sum over al activities of the daily re-
source requirement times activity duration. With a known limit on resource
availability in each time period, a resource-based lower bound (LBR) is clearly
implied. For example, if the project in question requires 100 man-days of work
of some resource type and 7 men of that type are available each day, then before
the project starts we know that its duration must equal or exceed 15 days(l%‘-’ =
14.3 = 15). Similarly, suppose some partial schedule with a decision time of 5
days is being considered, with a total of 75 man-days of unscheduled work re-
maining. If thereis an existing possible solution of 15 days and the resource
limit is 7 men per day, then in the 10 days between and including day 5 and day
14 (i.e., one day less than the existing schedule) there are only 70 man-days
available. Thusthispartial schedule could not possibly be part of a shorter com-
plete solution and could be eliminated.

In practice both the precedence-based LB and the resource-based LB can be
computationally implemented much more efficiently than the above descrip-
tions suggest. For example, a more convenient way of using critical pathinfor-
mation is to calculate alate start time (LST) for each activity, based on the best
complete schedule to date. Any partial schedule which leavesan activity in the
set of remaining unscheduled activities on a date greater than or equal to itsL ST
cannot lead to an improved solution.

The two LB’s mentioned above have been found through computational ex-
perience to be relatively weak because they consider either resource constraints
and ignore precedence constraints, or viceversa. Use of these two LB's will not,
for example, permit elimination of node 4in our sample problem.

A stronger LB can be developed which involves simultaneous consideration of
both resource and precedence constraints. This bound, termed a critical se
quence lower bound (LBC) is described in References 16 and 17. In practice,
al three lower bounds (i.e., LBC, LBR, and LBP) are calculated and the largest
of the three taken asthelower bound for the partial schedule.

Figure 7-23 showsa reduced solutions tree for the familiar 2-resource problem
of figure 7-4. The initial lower bound is 19 (LBR based on resource 1: %! =
18,5 = 19); however, a lower bound of 22, based on the heuristic solution of
Figure 7-12, can aso be used. Cumulative resourceidleness(used in branching,
as described below) isindicated for each partia schedule. The partia schedule
aternatives eliminated by dominance or lower bound pruningareindicated. As
can be seen, the optimum schedule duration is 20 days. Figure 7-24 showsthe
resulting bar-chart schedule.

TREE DEVELOPMENT AND BRANCHING RULES

The process of solving the resouce-constrained scheduling problem with B&B
involves the primary sequential steps of (1) branching, or building up the tree,
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1 5 10 15 20
Figure 7-24  20-day optimum schedule for sample network.

(2) bounding, or evaluating the nodes, and (3) pruning nonoptimal portions of
the tree. Ascan be seen from the example above, the moreeffectivethe pruning,
the more efficient the procedure becomes. However pruning isa so enhanced by
the manner in which the tree is alowed to grow, i.e., the manner in which the
next unpruned node from which to branch is selected.

The node selection rule used for branching can cause the solutions tree to
develop in two strongly contrasting ways. One such way istermed " backtrack-
ing"* In this scheme the tree developsin depth very rapidly in arestricted area
until a complete new solution is obtained; lateral areas of the tree are not ex-
plored until this restricted area has been fully explored and pruned.

The second way in which the tree can be developedistermed “skiptracking.”
In this case thetree tends to grow in breadth more rapidly and downward move-
ment isin more or less uniform fashion laterally.

Skiptracking schemes require significantly more computer storage than back-
tracking procedures, but generally can be solved in less computer time. More
importantly for the constrained-resource scheduling problem, tree pruning by
schedule dominance is possible with skiptracking but not backtracking.

Two node selection rules which result in skiptracking are: Select the node
having the least lower bound, or select the node which has the least total accu-
mulated resource idleness up to the current partial schedule time. Use of any
one node rule alone, however, is not as effective on very large problems as sev-
eral rulestogether; thisis because many nodes could have the samelower bounds.
A series of partial schedule "attributes," including the three lower bounds de
scribed earlier, can be grouped into a "decision vector,” i.e., a series of tie-
breaking rules, for selecting the next node from which to branch. If no ties
exist for the first attribute in the vector, the other attributesare ignored.

B&B procedures represent perhaps the most promising avenue of mathe-
matically rigorous alternatives for attacking the constrained-resource scheduling
problem. Ascomputer memorieshave expanded along with significant decreases
in the cost of computer time, these procedures have become less unreasonable to
consider, at least for some small-mediumsized problems.



TIME-COST
TRADE-OFF
PROCEDURES

The results of the planning and scheduling stagesof the critical path method pro-
vide a network plan for the activities making up the project and a set of earliest
and latest start and finish timesfor each activity. In particular, theearliest oc-
currence time for the network terminal event isthe estimated ** normal"* project
duration time, based on""norma"* activity time estimates. Thisstate of the over-
dl project planning and control procedure is depicted in box (3) of Figure 1-4
(Chapter 1). The purpose of this chapter is to consider the question raised in
the next step, i.e., whether the current plan satisfiestime constraints placed on
the project, or in general, to consider the relationship between project duration
and total project costs.

Time constraints arise in a number of ways. First, the customer might con-
tractually require a scheduled completion time for the project. Then, the origi-
nal time constraint might change after a project hasstarted, requiring new proj-
ect planning. These changes arise because of changesin the customer's plans;
or, when delays occur in the early stagesof a project, the new expected comple-
tion time of the project may be too late. The most interesting time constraint
application, and the one which wasthe basisfor the development of the* CPM™
time-cost trade-off procedure by Kelley and Walker,'®!! ariseswhen we ask for
the project schedule that minimizestotal project costs, direct plusindirect. This
is equivalent to the schedule that just balancesthe (indirect) marginal vaue of
time saved (in completing the project one time unit earlier) against the(direct)
marginal cost of savingit. Thissituation occurs frequently, for example, inthe
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major overhaul of large systems, such as chemical plants, paper machines, air-
craft, etc. Here thevalue of time saved isvery high, and furthermore it is known
quite accurately. In this application, the crux of the problem amounts to devel-
oping a procedure to find the minimum (margina) cost of savingtime. Thisas
sumes, of course, that some jobscan be done more quickly if more resourcesare
alocated to them. Theresourcesmay be men, machinery, and/or materias. We
will assume that these resources can be measured and estimated, reduced to
monetary units, and summarized asa direct cost per unit time.

Thus, the main purpose of this chapter can be stated as the development of a
procedure to determine activity schedules to reduce the project duration time
with a minimum increase in the project direct costs, by buying time along the
critical parhfs) whereit can be obtained at least cost.

This procedure can be applied informally in avery simple manner. For exam-
ple, consider the network presented by Davis,® and shown in Figure 8-1. The
critical path is composed of activities 0-1, 1-2, 2-4, and 4-5, with normal dura
tion times of 4, 6, 5, and 7, respectively, giving a project duration of 22 days.
The other paths through the network have positive float values indicated along
the arrows. Also, the third value inside the parentheses indicates the cost to
reduce the duration of the activity by one day. For example, activity 0-1 has
anormal duration of 4 days, and it can be reduced to 3 days at a cost of $70.
It is easy to seein this example that the cheapest way to compressthis project
is to add ""resources”" to activity 1-2 and reduce its duration by 1 or 2 days.
The net result in this case would be a project duration of 21 days at an extra
cost of $50, or a 20 day duration at an extra cost of $100. The effect of a 2
day reduction in activity 1-2 is noted directly on the network by the changes
made in the forward pass computations only. At this point it isinteresting to
note that there are now three critical paths; 0-2-4-5 and 0-1-4-5 have been
added to the original critical path 0-1-2-4-5. Further reductionsin the project
duration are till possible, but now one must determine the economical way to
cut al three paths simultaneously.

Systematic methods of carrying out the above procedure will be taken up
in this chapter. First, the original CPM approach of Kelley and Walker,'%:"!
based on simple linear time-cost trade-off curvesfor each activity, will be pre-
sented. Then, a heuristic hand computational procedure will be presented,
based on these same assumptions. Finally, an extensive treatment of the use of
mathematical programming to give exact solutions to this problem is presented
in Appendix 8-1.

It isassumedin dl of the procedures to be developedin thischapter that un-
limited resources are available. If thisis not the case, or if personnel must be
paid up to some fixed resource requirement level, whether they are needed or
not on a particular day, then the procedures described in Chapter 7 on resource
allocation may be more appropriate than those described here.  Although this
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Figure 8-1  Example of elementary time<ost trade-off procedure showing compression of
project from 22 to 20 days.

assumption of unlimited resources is not often completely satisfied, there are
situations where it is satisified to the extent required here. For example, the
project in question may be ahigh priority project that will draw personnel from
a large number of low priority or deferrable work activities, so that there are
effectively unlimited resources.

THE CRITICAL PATH METHOD (CPM}
OF TIME-COST TRADE-OFFS

The development of the basic CPM time-cost trade-off procedure is based on a
number of specia terms which are defined below and are further shown in
Figure &-2,
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Figure B-2 Activity time-cost trade-off input for the CPM procedure.

Definition:

Activity direct costs include the costs of the material, equipment, and direct
labor required to perform the activity in question. If the activity is being per-
formed in its entirety by a subcontractor, then the activity direct cost is equa
to the price of the subcontract, plusany fee that may be added.

Definition:

Project indirect costs may include, in addition to supervision and other cus-
tomary overhead costs, theinterest charges on the cumulative project investment,
penalty costs for completing the project after a specified date, and bonuses for
early project completion.

Definition:

Neormal activity time-cost point. Thenormal activity cost isequal to the mini-
mum of direct costs required to perform the activity, and the corresponding ac-
tivity duration is cdled the normal time. (It is thisnormal time that isusedin
the basic critical path planning and scheduling, and the normal cost is the one
usually supplied if the activity is being subcontracted.) The normal time isactu-
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aly the shortest time required to perform the activity under the minimum direct
cost constraint, which rules out the use of overtime labor or special time saving
(but more costly) materials or equipment.

Definition:

Crash activity time-cost point. The crash time isthefully expedited or mini-
mum activity duration t i e that is technicaly possible, and the crash cost is
assumed to be the minimum direct cost required to achieve the crash perfor-
mance time.

The norma and crash time-cost points are denoted by the coordinates
(D, Cp) and (d, Cy), respectively, in Figure 8-2. For the present, it will be as
sumed that the resources are infinitely divisible, sothat al times between d and
D are feasible, and the time-cost relationship is given by the solid line. It will
also be assumed that this curveis convex, (defined below), and can beadequately
approximated by the dashed straight line. These assumptions are relaxed in the
treatment of this problem givenin Appendix 8-1.

ACTIVITY TIME-COST TRADE-OFF INPUTS
FOR THE CPM PROCEDURE

The basic activity inputs to the CPM procedure have been illustrated in Figure
8-2, where it is assumed that the time-cost trade-off points lie on a continuous
linear or piecewise linear decreasing curve. A piecewise linear curveisillus
trated in Figure 8-3. It isfurther assumed that the activities are independent,
in the sense that buying time on one activity does not affect in any way the
availability, cost, or need to buy time on some other activity. Thisassumption
would, for example, be violated if a specia resource could be obtained to speed
up simultaneously two separate activities in the network, since thiswould mean
that buying time on one activity would automatically include the other.

If the actual tie-cost relationship departs significantly from the assumed
straight line, but is ""convex,” then it may be necessary to fit the actual cost
curve with a series of straight lines, as shown in Figure 8-3. A convex curveis
one for which a straight line connecting any two points on the curveliesentirely
above the curve; similarly, if the straight line lies entirely below the curve, it is
said to be "concave These definitions are illustrated in Figure 8-4; the need
for the convexity assumption will be described below.

In Figure 8-3, the actua cost curve, which is convex, is approximated by a
piecewise linear curve, each piece beingtreated asa separate activity or pseudo-
activity. Intheproject network, the actua activity, A, isreplaced by the pseudo-
activities, A,, A,, and 4; drawn in series as shown in Figure 8-3. Inthisillus
tration, the approximation is with three pieces, however, the procedure can be
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Activity direct costs “Crash” time-cost

Network representation
--Actual activity

Pseudo  activities

D
|Cost slope| = (**crash™ cost - ""normal** cost) I (*"'normal** time - **crash" time)

| Pseudo-activities

D=d+at, +ar, +at, C,=$(C, +AC, +AC, +AL,)

Figure 8-3 Piece-wise linear approximation to convex time-cost curves using pseudo-
activities.

extended in an obvious way to any number of pieces. The coordinates of the
normal and crash time-cost points for each pseudo-activity are givenin the table
at the bottom of the figure, where it can be noted that the sum of the three
pseudo-activities, A,, 4,, and A,, givesthe whole activity, A, and the sum of
the coordinates of the normal and crash points for the pseudo-activitiesgives

Convex Concave Neither concave

Figure 8-4 lIllustration of convexity and concavity.
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Figure8& Exampleof aconcave activity time-cost trade-off curve.

the coordinates of the same points for the whole activity, i.e., (D, Cp) and
(d, C4). The reasonfor the convexity requirement can be explained heuristically
in terms of Figure 8-3. If the activity iscurrently scheduled at its normal time,
D, then physicaly, pseudo-activity A, must be augmented first, then 4., and
findly A,. Since the CPMcomputational procedure effectively searchesthe crit-
ica activitiesto find the one that can be augmented the cheapest, it will naturally
choose the pseudo-activitiesin the proper order, i.e., A,, 4a, and finally 4,
since the cost sopesincrease as one goesfrom A, toA, toA,, for any convex
curve. However, if the time-cost curve was not convex, then the cost slopes may
be lowest for 4, and highest for 4, as shown in Figure 8-5. In thiscase, the
CPM computational procedure would augment the activities in a sequence that
would not be physically meaningful, i.e.,in the order A, ,A;, and finaly A3.

The CPM Computational Procedure

The CPM computational procedure chooses the duration timesfor each activity
S0 as to minimize the total project diict costsand at the same time satisfy the
constraints on the total project completion time and on the individual activi-
ties, the latter being dictated by both the logic of the project network and
the performance time intervals(d, D) established for each activity.

For example, again consider the simple project presented in Figure 8-1. Ap-
plying the" CPM procedure, we would start by setting all activity durations at
their ""normal" value. This gives a project duration of 22 days as determined
by the critical path consisting of activities0-1, 1-2, 2-4, and 4-5. The associated
total direct cost of project performance is $3050, as indicated in Figure 8-6.
Note that this cost could be increased to $3,870 through unintelligent decision
making by "*crashing” dl activities not on the critical path, with no decreasein
project duration. Between these upper and lower cost valuesfor a project dura
tion of 22 days there are severa other possiblevalues, depending upon the num-
ber of noncritical activities crashed.

If dl activity durations are set at ""crash" values, the project duration can be
decreased to 17 days, with a total cost of $4,280, asshown by the extreme up-
per left point of Figure 8-6. This correspondsto the practice of speedingup a
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Days

Figure 8-6 Project duration vs. direct cost for sample network in Figure 8-1.

project by requiring crash times across the board (everybody works overtime),
instead of along the critical paths only. In place of this, a duration of 17 days
could also be achieved at lower cost by not ""crashing' activities unnecessarily.
Thus, activity 0-2 can be set at 7 instead of 6, activity 1-4 at 8 instead of 7,
and activity 2-3 at 4instead of 1. With al other activities set at crash values,
the associated cost of performance for 17-day project duration is reduced to
$3,570. This value is the | ovest possible value for 17-day project duration,
aswill be shown below. Itisthe optimal " CPM solution for a 17-day schedule.

Between 22 and 17 days there are several possiblevaluesof project duration,
as shown in Figure 8-6. For each such duration thereisa range of possiblecost
values depending upon the durations of individual activities and whether activi-
ties are crashed unnecessarily or not. Figure 8-6 showsthe curve of both maxi-
mum and minimum costs and the region of possible costs for each duration be-
tween these curves.

In this simple example the minimum direct cost curveiseasily determined by
trial and error, or by the hand application of a heuristic procedure such asthat
given below. But in more redlistic cases consisting of severa dozen or more ac-
tivities, such trial and error determination becomes extremely tedious, if not
impossible. In these situations, systematic computation schemes, usually mathe-
matical programming, must be used to determine the value of the minimum cost
curve for every possible level of project duration. The details of these proce-
dures are discussed in the appendix to this chapter, while their application is
illustrated in Figure 8-7.

Suppose the project duration is under management control, such as in the
case in a plant overhaul. Assuming adequate resources are available, the rational
choice of a project schedule would be made so as to minimize the total project
costs. Then, one would select the project duration scheduleindicated in Figure
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Project duration

Figure 8-7 Determining project schedule for minimum total cost.

87, corresponding to the minimum value of the total cost curve. The critical
ingredient of this processisthe minimum direct cost curve, which was not really
available prior to theinception of this"CPM™* optimization procedure.

HAND COMPUTATIONAL PROCEDURE

The introduction of this chapter included a discussion of the hand compression
of the project shown in Figure 81. The activity to be shortened was merely
selected by visua inspection of the network. In this case the most economical
aternative was quite obvious. However, as the compression process continues,
the number of critical paths increases, and it very quickly becomes difficult to
evauate al of the possible aternatives. For this reason, it is useful to adopt
some procedure which can reasonably be followed by hand. While these heuris-
tic hand procedures do not alwayslead to optimal solutions, they usually come
quite close.

The 8 step hand procedure presented below is a dight modification of the
method developed by Siemens."® The key element of this procedureis the cost
slope and time available,illustrated in Figure 8-3. The cost slope will be denoted
by Cy; for anarbitrary activity (i - /).

Cost Slope = Cy =(Cq - CD),-H(D - d’)‘_j
Time Available= TA; o D - d);;
An "effective’ cost slope, £Cj;, is then defined by Siemens as the cost slope

divided by the number of inadequately shortened paths, Ny, which contain
activity (i - /).
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Figure 88 Application of modified Seimens algorithm to the network problem shown
in Figure 8-1, for the compression of the project duration from22 to 17 days.

The procedure described below chooses from among all available activitiesto
be shortened, the one with the lowest effective cost sope. This heuristic will
usually come quite close to the optimal solution. Each step of this procedure
isillustrated in Figure 8-8.

Modified Siemens Algorithm

1 Prepare the project network and time estimates, and list in columnsall paths
through the network whose expected lengths are greater than the desired
(scheduled) project duration, T,. The length of a path is merely the sum of
the durations of al activities on the path in question. Also noteat the bot-
tom of each path column (row marked iteration 0}, the time reduction that is
required, i.e., expected path length minus 7. *

*A systematic procedure for finding the X shortest paths through a network is given by
Yen!®. A useful aternative procedure would be to modify a slack sort of the project
activities so that each slack path extends from theinitial to the terminal network event.
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2. List (in rows) dl activities present in at least one of the listed paths noting
for each activity itscost slope, Cj;, and time reduction available, TA.,

3. Compute the effective cost slopes, ECy, and record them in the column
headed iteration 1.

4. For the path(s) with the most remaining time reduction required, select the
activity with the lowest effective cost slope. Break ties by considering the
following ordered list:

41. Give preference to the activity which lies on the greatest. number of
inadequately shortened paths.

42. Give preference to the activity which permits the greatest amount of
shortening.

4.3. Choose an activity at random.

5. Shorten the selected activity (i - J) as much as possible, which will be equal

to the minimum of the following:

5.1. the unallocated time remainingfor the selected activity (i - /), or

5.2. the smallest demand of those inadequately shortened paths containing
the activity (i - 7.

6. Sell back, or deshorten, as much time as possible on paths that have been
overcut, as long as this action does not cause any new paths to become in-
adequately shortened.

7. Stop if al paths have been adequately shortened. If not, recalculate those
effective cost-dopeswhere any of the following have occurred:

7.1 a path which was inadequately shortened prior to this iteration, has
been adequately shortened, or
7.2. al unalocated time for the activity just shortened has been consumed
and there are one or more additional cost-slope/supply pairs for this
activity (see the footnote to Step 2).
8. Retum to Step 4.

Example Problem

The sample problem shown in Figure 81 will be used to illustrate the above
algorithm. The results of Steps 1, 2, and 3 are shown in Figure 88 for the
case where a 17-day project duration is required. There are 5 paths through
the network, but only the 3 listed in Figure 8-8 exceed the desired project
duration of 17 days. Also, activities 2-3 and 3-5 have been omitted because

*If a piecewise linear approximation is being used, as in Figure 8-3, then the data pairs
(Cyj, T4 must be given for each linear segment, with increasing cost sopesin columns
going from left to right. Only one cost-slope/supply pair for each activity can be con-
sdered during any iteration of the following recurring steps.  Also, these pairs are con-
sdered sequentially left-to-right s they are used up in the shortening process, and from
right-to-left if deshortening occurs.
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they are not present in any of the 3 paths which require shortening. The cross-
hatching in Figure 8-8 is used to denote the activities that are not present in
the path indicated at the head of the column.

The repetitive portion of this algorithm then begins by applying step 4,
which leads to cutting activity O-1 by 1 day in the first iteration. Thisactivity
was chosen because it has the lowest effective cost slope of the 4 activities on
path 0-1-2-4-5, which is the path currently requiring the greatest amount of
shortening. This change is shown by placing a 1 in the two cells corresponding
to the row for activity 0-1 and the two path columns which contain this ac-
tivity; the " Time Reduction Available' for this activity is updated from 1 to Q;
and, findly, the "Remaining Time Reduction Required" is updated in the row
for iteration 1, to reflect that paths 0-1-2-4-5 and 0-1-4-5 have been reduced
from 5 and 3 to 4 and 2, respectively. A total of 6 iterations are required to
reach a final solution, which requires an augmentation of the direct activity
costs of $520, for a total of $3570. It should also be noted in Figure 8-8, that
17 days is the minimum or "crash" project duration, because al activities on
thefirst path (0-1-2-4-5) have zero "' Time Reduction Available."

A summary of repeated applications of this algorithm to cover the entire
range of possible project compressionsisshown in Table 8-1. The results shown
here essentially give the project schedule, activity by activity, for a given project
duration. It can be shown that each of these solutionsis' optimal,” in the sense
that no other solution will give lower total direct costs. Thiswill not always oc-
cur with this heuristic, based on lowest effective cost slope, but solutions ob-
tained this way will usually be very good. These results were plotted in Figure
8-6 above, where they form theline of minimum direct costs. Asstated before,
thisis the signa contribution of the™ CPM procedure. It permits the specifica
tion of the optimal (total cost minimization) schedule, asshownin Figure 8-7.

ECONOMIC IMPLICATIONS OF PROJECT TIME-COST TRADE-OFF

The concept of project time-cost trade-off could have considerable economic
importance, considering the extremely large and costly systems being devel oped
today, over extended periods of time. For example, facilitiesfor electric power
generation, mass transportation, sophisticated weapons systems, oil production,
etc. In each of these cases, the system costs are in the hillions of dollars, and
the development times are in excess of 5 years. Alternative project schedules
could have considerably different total costs. An analysis of this problem by
Cukierman and Shiffer® isgiven below.

Consider the project duration denoted by 7', as a variable to be selected by
management on a rational basis. Factorsto be considered include the following,



Table8-1 Summary of Hand Computation Solutions to the Example in Figure 8-1.

Project Duration {Days)

17 18 19 20 22
Amount Amount Amount Amount Amount
Activity Shortened Cost  Shortened Cost Shortened Cost Shortened Cost Shortened Cost

Total Excess B
Direct Costs

Base

- 3050 - 3050 — 3050 — 3050 -

Direct Costs 3050

Total _ 3570 _ 3410 _ 3260 _ 3150 _

Direct Costs
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which denote present value or discounted values based on an appropriate rate
of return,r.

X(T) =minimal discounted costs of a project plan with delivery
dateT.

Z(T) = discounted vaue to the buyer, of the project completed
attimeT.

V(T,...) = discounted value of net payments from buyer to seller,
which depend on T, as well as on the detailed payment
schedule; hence the multivariate notation (T,. . .) includ-
ing T and other variables.

Now, the net benefits to the buyer, contractor, and their total to society can
be defined, respectively, asfollows:

If you assume that the functions Z(T) and X(T") reflect, respectively, the proj-
ects true present value of benefits and costs to society, then society wants
to maximize Bg. This implies that the socially optimal completion time, Ty,
will be determined by the (first-order) condition dZ/dT = dX/dT, independently
of the V function.* This point (Zg)} is noted in Figure 8-9, where the slopes of
Z(T) and X(T) are the same. That is, at the point where the marginal benefits
equa the marginal costs.

From the socia point of view, the Vfunctionisonly a device for transferring
income between the buyer and the sdller. But its specification is important to
al parties if we are to insure that the contractor has theincentive to also deliver
the project at time Tg, instead of some other time, such as T shownin Figure
89. A sufficient condition to achieve the desired result is to have aV/aT =
dZ{dT for dl T. Cukierman and Shiffer® point out that thiswill not be accom-
plished by most project payment plans, ¥(T,...). For example, periodic prog-
ress payments proportional to contractor expenditures, or agreed upon pay-
ments to be made upon achievement of project milestones, will not achievethe
required incentive. A plan that could achieve the desired result, for example,
would be payments executed at predetermined dates, independently of the
progress of the project, plusan annua fine equal to the discount rate r, times

*dZ/dT is the derivative of Z with respect to 7, that is, therate of change of Z with respect
toT.
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Figure 89 The socially optimal {Tg) and the contractor's best {Te) delivery times.

the value to the buyer of the completed project at the time of completion, paid
over thelife of the project.

This is an interesting, perhapsacademic, consideration of an extremely impor-
tant problem from an economic point of view. Of thethree functionsin Figure
89, X(T) is the most difficult to obtain. The " CPM time-cost trade-off con-
cept could be very helpful in thisendeavor to determinea socially optimal proj-
ect schedule. It should be added that in the determination of X(7), the avail-
ability of resources must aso be considered. This could be done, for example,
by trial and error simulation. First, assume atrial set of activity time-cost trade-
off function inputs, and determine the corresponding “CPM" project schedules
for various project durations. The resource level vs time profiles for these
schedules can then be smoothed by the methodsin Chapter 7, and finaly, this
smoothed level can be judged as to whether it isfeasibleor not from aresource
staffing point of view.

It appears that the project time-cost trade-off concept has more to offer than
the applications to date indicate. A real understanding of thisconcept may lead
to improved solutions to large scale systems problems currently facing society.

SUMMARY

The general philosophy of the time-cost trade-off problem has been presented in
this chapter, along with a hand computation procedure, and the “CPM** proce-
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dure based on continuous linear time-cost curves and a rigorous computational
algorithm.

An application of the " CPM' procedure in a computerized project manage-
ment system is described by Benson and Sewall,! Their system, called PLANIT,
includes the "'CPM"" procedure as a subroutine, which they call FASNET. Itis
applied in the project planning stage to determine project time-cost alternatives,
and also in the project control stage, as needed to make uplost time. It should
be added that this program also incorporatesinput constraints on resource avail-
ability as described in Chapter 7. It represents one of the few project manage-
ment systems that incorporate both of these project planning tools.

Embellishments of the basic ""CPM"" problem are presented in the appendix
to this chapter. First, extensions to the objective function include the work
of Elmaghraby,® who considered completion schedules, not only on the project
end event but also on an arbitrary set of milestone events throughout the net-
work. He has developed an efficient network flow algorithm to determine the
project/activity schedule which minimizes the sum of the total activity direct
costs plus the penalties for tardy completion of al of the milestone events. An-
other extension of this type was by Moore.!* He used goal programming to con-
sider multiple objectives, such ascompletion timesfor milestone events, operation
within aspecified budget, etc.

In addition to these embellishments of the objective function, a number of
authors have devised ways of handling more complex activity time-cost trade-
off relationships. These include concave curves in place of the usua convex
assumption. Also, time-cost relationships consisting of aset of feasible time-cost
points, or a combination of feasible points and continuous curves are described
in the appendix to this chapter.
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EXERCISES

1 Given below are the network data and the time-cost trade-off data for a small

maintenance project.

Table 8-2

Predecessor Normal Crash Cos! Slope
Job {Activity) Jobs (days) (doliars) (days) (dallars/day)

none
none
none

OTTmMoOO o>
>

Totd
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Assume the indirect costs, including the cost oflost production, and asso-
ciated outage costs, supervision, etc., to be as follows.

Project duration (days) 12 11 10 9 8 7
Indirect costs (dollars) 900 820 740 700 660 620
Table 8-3
Cost (dollars)
Activity Predecessor Description of Time (hours) Nor-
No. Activity Nos. Activity a m b mal Crash
101 inspect & measure pipe
102 devlp. cal. mtls. list
103 make drawings of pipe
104 deactivate line
105 procure calender parts
106 assemble calender work
crew
107 devlp. matl. list (pipe)
108 deactivate calender
109 procure valves
110 procure pipe
111 assemble work crew

(pipe)
tie off warps
prefab pipe sections
erect scaffold
disassemble calender
empty & scour vats
remove old pipe
repair calender
position new pipe
lubricate calender
position new valves
weld new pipe
reassemble calender
adjust & balance calen-
der
insulate pipes
connect pipes to boiler
connect pipes to calen-
der
refill vats
remove scaffold
pressure test
tie in warps
activate calender
clean up
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Assuming any integer times between the normal and crash activity timesare

feasible, use the hand computational time-cost trade-off procedure to show

that the total costs are $1510, 1470,1430, 1470, 1530 and 1620for 12, 11,

10,9, 8, and 7 day project durations, respectively.

2 Givenin Table 8-3 are the data for a steam calendar and pipeline maintenance
project. Three sets of times are given under columns headed a, m, and b. In
this problem only the first two columns will be used: the times under the col-
umn headed a are the "crash' activity performance times while those under
the column headed m are the ' normal'* performance times.

a. Draw the network and make the basic scheduling computations using
activities-on-arrows or activities-on-nodes.

b. Identify thecritical path.

c. Indicate, in step-by-step detail, the activity augmentations required tore-
duce the project duration to 248 hours while keeping the total project
direct costs at a minimum. Assume that only the normal and crash times
arefeasible.

3.*In the appendix to this chapter, the linear programming formulations are
given for activity time-cost trade-off curves that are either continuous, or
a collection of feasibletime-cost points. Theseformulations can be extended
to cover the case where combinations of these two types of trade-off func-
tions occur. An anaysis of this problem indicates that the transitions can
occur in three distinct ways as shown in Figure 8-10, i.e., any combinations
of continuous curves and discrete points can be handled by appropriate com-
binations of these three transitions. Write out the Linear programming for-
mulation for each of these transitions.

Discontinuous cost curves

Activity duration time
Figure 8-10

4.*Consider the simple project network shown in Figure 811, along with the
accompanying activity time-cost trade-off curves. Using the linear (integer)

*This problem pertainsto materid t aken up in the appendix to thischapter.
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programming techniques described in the appendix to thischapter, writethe
linear programming formulation of this problem, and deter minethe schedule
of activity duration times () which will minimize the total direct project
costsfor a project duration constraint of A = 10 time units.

Activity 1-2 Activity 1-3

Is

Activity duration t#me

P Activity 23 Activity 2-4 Activity 3.4
8
g
g
5 2 al- —
2 -1
2 |
= |
4 I {
3 2 Y24 2 5 Yaa

Activity duration time

Figure 8-11



APPENDIX 8-1

APPLICATIONS OF
MATHEMATICAL PROGRAMMING
TO THE DEVELOPMENT OF
PROJECT COST CURVES

The purpose of this appendix isto present a review of the current applications
of mathematical programming techniques to the problem of generating project
cost curves and the various extensions of this basc problem The treatment
given here will assume that the reader is familiar with the basic linear program-
ming formulation of an optimization problem.

First, the basic network scheduling (forward pass) computations will be
viewed as a problem in linear programming; this approach was published by
Charnes and Cooper.? The time-cost trade-off problem will then beintroduced
along with severd logica extensions. Finally, thiswill be followed by the treat-
ment of more complex activity time-cost trade-off functions, along with solu-
tion agorithms.

LINEAR PROGRAMMING FORMULATION OF
BASIC SCHEDULING COMPUTATIONS

The various topics treated in this appendix will be illustrated using the simple
network* shown in Figure 8-12. The numbers appearing along each activity
in this figure give (dy, Dy, Cy). For example, (dy2, D12, Ci2) =(1, 3, 3) indi-

*By permisson from L. R. Ford, Jz., and D. R. Fulkerson, " Flowsin Network," The Rand
Corporation, 1962. Published, 1962, by Princeton University Press

257
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Figure 8-12 lllustrative network with data giving crash time. normal time, and cost slope
for each activity.

cates that for activity 1-2, the crash and normal performance timesare 1 and 3
time units, respectively, and the slope of thelinear time-cost trade-off curve is3
monetary units per timeunit. Inthe applications, the time unit is chosen so that
the d;’s and Dy’s are al integer valued, and the monetary unit ischosen so that
the Cy;’s are al'so integer valued.

For purposes of illustrating how the basic forward pass computations can be
formulated as a linear programming problem, assume that al activitiesin Figure
8-12 are scheduled to be performed at their normal times, i.e., the middle num-
ber of the three numbers given for each activity. Now the project network may
be viewed as a flow network, in which a hypothetical unit of flow leaves the
source, node (event) 1, and enters the sink, node 4. Also, nodes 2 and 3 play
the role of ""transhipment' points and, thus, at these nodes there must be a
conservation of flow,i.e., the total flow into node 2 must equa the total flow
away from node 2, and similarly for node 3. The performance time of each
activity, yy, is then interpreted as the time (or cost) of transporting a unit of
flow from node i to node f. Viewing a project network in this way reduces
the problem of finding the critical path(s) to the determination of the network
path(s) or route(s) from the source, node 1, to thesink, node 4, which requires
a maximum time (or cost) to traverse. The reader is no doubt well aware of
the fact that there are easier ways of locating the network critical path. The
main purpose of this network flow interpretation of the problem is to show
that it can be formulated as a linear programming problem, a technique which
will prove to be useful later in solving problems which cannot be easily solved
in other ways.

Applying the above network flow interpretation to Figure 8-12 results in
the linear programming formulation given in eguation {1), which will be re-
ferred to as the primal problem. In this formulation, ;= 0 or 1 denotes the
absence or presence of a unit flow from nodei to nodej, aflow whichissaid to
be along activity i-j.



Applications of Mathematical Programming 259

PRIMAL PROBLEM
Maximize F[Y] =3y, + 4V13 + 223 + 5V2a + 634 (1a)
Subject to Yizt Vs = (1b)

Constraint equations (Ib) and (Ie) indicate that a unit of flow leaves the source,
node 1, and enters the sink, node 4, while constraint equations(Ic) and (1d) re-
quire a conservation of flow at the intermediate nodes2 and 3. Thus, any set of
¥ii’s which satisfy these constraints constitute a path from the source to the
sink, as indicated by the y;’s that are equal to one. Then, since the y4's are
equal to one for the activitiescarrying the hypothetical unit flow, and zero other-
wise, the objective function, f Y], gives the sum of the activity duration times
for the chosen path from source to sink. When the objective function is maxi-
mized, the corresponding path, denoted by Y*,is the longest or critical path
through the network; the corresponding value of the objective function will
be denoted by f[ Y¥]. The solution of this problem is greatly facilitated by
the use of the duality theorem of linear programming as described below.

Formulation of the Dual Problem

From the well known duality theorem of linear programming, it can be shown
that to every linear programming problem, cal it the primal, there corresponds
a related linear programming problem which is called the dual of the original
problem. The connection between these two problemsis stated in the following
theorem.

Duality Thearem

Given a linear programming problem, cal it the primal, there is aways a re-
lated linear programming problem, called the dual, defined asfollows, in matrix
notation.

PRIMAL DUAL
Maximizef [X] =[ [X] Minimizeg[ W =[1 n]_. [mV}l
s s Shols] [W2(Q
[X] z [0] Wi 2 [0]
nX1 nX1 mXi mXl1l



If there exists a solution, [X*] , which gives a finite maximum value tof [X],
Xl
there is always a " coupled™ solution [W*] , for which g[W] has a finite mini-
mX1

mum value, equal tof [X]. (A solution to one problem makes the solution to
the other problem readily available.)

To the above statement of the theorem must be added that while the primal
problem has # variablesand = constraints, the dual problem has the reverse, i
variablesand # constraints. Also, if any of then primal variablesare unrestricted
in sign, then the corresponding dua constraintsare equalities, and if the primal
constraints are equalities, then the dual-variables are unconstrained in sign. With
regard to the solutions of the primal and dual problems, if in the solution of the
dual one of itsinequality constraints is satisfied as an equality, then the primal
variable corresponding to this dual constraint may be positive, whereasit must
be zero if the dua constraint issatisifed asan inequality.

Applying the Duality Theorem to the above example, one obtains the dual
formulation given in equation (2). Recall that in the primal there were 5 vari-
ables and 4 constraints; hence in the dual problem there are 5 constraints (one
corresponding to each of the primal variables) and 4 variables(one correspond-
ing to each of the primal constraints.) Also, since the primal constraints were
al equalities, the dual variablesare all unconstrained in sign.

DUAL PROBLEM

Minimizeg [W] =w,; - w, (2a)
Subject tow, - w, 23 (2b)
w2 = W4 2 5 (26)

W3 - Wy g 6 (20

-—w(wl <°°: -oc(w!(oo, —W<w3<co’ —m<w4<—

The advantage of the dual formulation to this problem isnow fairly obvious.
Since each dual constraint involves only two variables, they can be solved by in-
spection, if avalue isassigned to w,. Toseethis, consider the constraints writ-
tenin the following equivalent form.
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It will be shown below that w, variesdirectly with the value assigned tow, ,
and since g[W] is merely the difference between w;, and w,, wy can be as-
signed an arbitrary value without affecting g[W]. Thus, one may let w; =9,
a choice which makes dl of the other wy’s, and in particular w4, take on nega
tive values. Then, to minimizeg[W] =W, - wy =-w,, 0ne must minimizethe
absolute value of w,, and at the same time satisfy each of the above constraints.
It is easy to see by inspection that this is achieved by the solution indicated
above, ie., wi =0, wi=-3, wi=_5and wf=-11. This will be denoted as
[w*] =(0, -3,-5,-11). Thus, the optimal value of the dual objective function
isg[w*] =w} - wi=0-(-11) = 11. It is interesting to note the similarity be-
tween the solution of inequalities (2bb} through (2£f), and the conventional for-
ward pass computations. For example the value of w3 ==5 isthelargest abso-
lute vdueof the two solutions obtained by treating {2cc) and (2dd) asequdlities,
or equivalently, the smallest absolute vaue of w; which satisfies both of these
constraints. This is analogous to calculating the earliest event time at a merge
point by taking the largest of the earliest finish times of the merging activities,
which are 4 and 5in thiscase.

Noting that the second and fourth dual constraints, i.e., those given by equa
tions (2¢) and (2e) are satisfied asinegualities, one knows from the duality theo-
rem that the second and fourth primal variables, i.e., ¥13 andy.4 arezero, while
the others may be positive. By checking the primal constraints equations (I1b)
through (le), one sees that the optimal solution to the primal problem is given
by [Y*] = (V12 Vi3, 35, Y30, vaa) = (1,0, 1,0, 1), and that F[Y*] =3 X 1
4X0+2X1+5X0+6X1=11. (Note aso that the requirement,f[Y*] =
g[W*] =11is satisfied.) Thus, it is concluded that the network critical pathis
comprised of activities 1-2, 2-3, and 3-4, and hasatotal durationof 11 timeunits,
avalue which can easily be verified by the routine forward passcomputation.

LINEAR PROGRAMMING FORMULATION OF THE CPM
TIME-COST TRADE-OFF PROBLEM AND EXTENSIONS

The basic formulation of the time-cost trade-off problem will be given firgt, as-
suming each activity in the network shown in Figure 8-12 has a trade-off curve
of the form shown in Figure 8-13. The advantage of the notation used in this
figure is that it replaces the normal and crash costs by a single cost slope, Cj;.
Again letting y;; denote the scheduled duration of activity i-j, one can write the
total direct project costsasafunction of these variablesasfollows:

Total direct _ i N
project costs ;JZU“ i~ Ciyip) =K )IZ chff}’zi

where Z; Z; is used to denote the summation over d| activitiesin the project
network. Since the Kj;’s are fixed constants, whose sum is denoted by X in
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Ky =Cp, +C; 0, L [ Time-cost slope/=G,

{Crash} C.,

| i
0 ¥i
0 d; (Crash) 0, {Narmal)

Scheduled activity duration time

Figure 8-13 Time-cost trade-off curve nomenclature.

equation (3), the total direct project costsare minimized if onewill*

Maximizef [Y] =3 > Cyyy
ij

Subjectto T;+yy - T; =0 aly (4b)
Yy <, al ij {4c)

~yg S -dy, allyf (4d)

T,-Ti=h (4e)

where the T;"s are (unknown) variables denoting the earliest expected time for
node k(k =1, 2, 3, or 4), and A is the (constant) constraint placed on the total
project duration, which is merely T, - T,. Following the CPM convention of
letting T, = 0, thelast constraint, equation (4e) would merely become Ty = A.
The first constraint equation (4b) appliesto each activity, {-/, in the network,
of which there are five in this example. These constraints merely state that for
activity i/, the difference between the earliest node times, 7; and 7}, must be
at least as great asyy, the scheduled duration of activity i-i. Similarly, equation
(4c) appliesto each of the five activitiesin thisexample; it constrains the sched-
uled activity duration time, y;, to be equal to or less than the normal activity
time, Dy. Finaly, equation (4d) constains each y; to be equal to or greater
than the crash activity time, dj;. Thevariables, T, have been omitted from the

*In thisappendix, the symbol 7; will be used in place of £, used elsawherein thistext.
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objective function because their cost coefficients are zero; their rolein thisfor-
mulation is merely to insure that the scheduled values of y;; are feasible from
the standpoint of network logic, and to insure that the project duration does
not exceed A.

While this problem could be solved using the smplex method to find the
schedule [ Y*]= (%5, ¥1s. Y33, Va4, ¥3), which satisfiesall of the constaints
and at the same time maximizesf[ Y], more efficient network flow algorithms
have been developed. These procedures will not be given here. A detailed treat-
ment can be found, for example, in the 2nd edition of thistext, orin the origi-
nal reference by Ford and Fulkerson.® An extensive treatment of this subject
can aso be found in Chapter 2 of the text by Elmaghraby.® The development
of this procedure was motivated by considering the dual of the problem given
above by equation (4). The specia structure of the nonzero elementsin the dual
constraint matrix led to the discovery that this problem could be viewed as a
network flow problem. A network flow algorithm was then devised to solvethe
dua problem, which is much simpler than the conventional simplex method.
Thus, this time-cost trade-off problem, referred to asthe " CPM problem, can
be solved very efficiently on aminicomputer, even for large networks. The out-
put of these programsis essentially of the form shown above in Figure 8-8 and
Table 81 for the modified Siemens hand computation procedure.

A natural extension of the “CPM” problem, as stated by eg. (4), was devel-
oped by Elmaghraby.® It allows scheduled completion time, Sy, to be placed
on a set of milestone eventsin the network (k =1,2,...,K), where X isas
sumed to denote the project terminal event. This problem formulation also in-
cludes penalty rates, py, that areinvoked for tardinessin meeting the schedules,
S, placed on the project milestone events. This might be applied, for example,
in the development of a mass transit system, a housing project, a shopping cen-
ter, etc.,, where the facility can be completed and utilized in stages, as defined
by the set of K milestone events. The problem then is to determine the subset
of activities whose durations are to be shortened, and the amount of that shor-
tening, in order to incur the smallest total cost, i.e., cost of shortening plus the
cost of tardiness. The linear programming formulation of this problem can be
written asfollows:

Subject to  Tytyy-T;20; Al (5b)
yy <Dy Ay (5¢)
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In this formulation, the constraint set (5¢) replacesthe singleconstraint (4e)
in the " CPM problem. In these constraints, the variables, s, that are con-
strainted to be nonnegative, s; 2 0, denote the tardiness in realizing event k,
and the corresponding penalty, pisy, appears in the objective function. Just as
before, this problem can be solved by an efficient network flow algorithm (see
Reference 5).

Another extension of the ""CPM" problem was made by Moore'? and others.
They considered the determination of the optimal project schedulefor the case
where multiple objectives were considered. For example, the completion time
of the entire project, as well asintermediate milestone events; duration of a par-
ticular set of activities that collectively should be allowed a specified minimum
time; and an attempt to operate within a fixed budget for total direct project
costs. This generalized model for the time-cost crashing problem is solved using
goad programming, rather than linear programming. Modest sized networks
could be handled by this procedure.

Formulation for More Complex Time-Cost Functions

Chapter 8 discussed the use of a piece-wiselinear approximation of a nonlinear
but convex activity time-cost trade-off function. Suppose, for example, the
trade-off curve for activity i-j is as shown in Figure 8-14 below, which is con-
tinuous, convex, and nonincreasing. The actual tradeoff curve is shown at the
left of Figure 814, with the two curves on the right depicting the separate seg-
ments of the piecewise linear approximation to the actual curve. This repre-
sentation of yy in the objective function and the constraint equations is given
below, where only that portion of the formulation pertaining to activity i-f is
given.

Maximizef [Y] =...+Cyy 5+ Coyasit ... (6a)
Subject to

Using the simplex method to solve this problem will bringy,; and v into the
solution in the proper order, i.e., ¥4 will remain its maximum value until ¥z is
reduced to zero, and then only will y,; be reduced below its maximum value.
This follows because C; > C,, and the sum C, ¥4 + C, ¥y is being maximized.
I't is obvious that this would prevail for any number of straight line segments, as
long asthe actual trade-off is convex, which insuresthat C; > C;..,, for all i.
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Figure8-14 Breakdown of a continuousconvex activity time-cost trade-off curve.

Formulation for Continuous Nonconvex Activity
Time-Cost Trade-off Curves

If the trade-off curveiscontinuous, concave, and nonincreasing, the segments of
a piece-wise linear approximation to the actual curve can be brought into the
problem in their proper order by employing a nonnegative integer-valued vari-
able. An approximation of this type is shown in Figure 8-15 below, where the
actua cruve is shown on the left and the separate segments of this piece-wise
linear approximation are shown on the right. In this case, the representation
of y; in the objective function and the constraint equations is given below,
where again only that portion of the formulation pertaining to activity i-f is
given

Maximizef [Y] =+ ..+ C\pyy + Copasit .

(7a)

Subject to
Ti+dy+yui+yy- TS0 (7b)
0syy<m-d (72)
05y,;SD-m (7dH
8(m-d)S yyy (7e)
(D - m)g.l’nj (7)
6 = anon-negativeinteger (7g)

If one puts constraints(7€) and (7f) together, one findsthat this system of
constraints actually requires that & be equal to either zero or one, as shown in
equation (8).

If y; is equa to its maximum value, then 6 =1 sincey,; =D - m, and because
of the integer constraint on 6, it must continue to equal 1 aslong as ¥,z = 0.



266 I | Advanced Topics

1t

4 Vi

d m o " 0 m-d Yi

Activity duration time

Figure 8-15 Breakdown of acontinuous concave activity time-¢ost trade-off curve.

Consequently, y, 4 must, as it should, remain equal to its maximum vaue of
m -d, aslong asy,; > 0. When y,; =0, 6 can aso equa zero, and only then
can y, belessthan m ~d. Thus, onecan seethat the use of the integer-valued
variable, 8, forces the activity segmentsto vary in amanner dictated by the phys-
ical problem that they represent.

It is a simple matter to extend this formulation to more than twolinear seg-
ments by introducing an additional integer-valued variable for each additional
segment asshown in equation (9).

where in genera the constraint, 0 < y; £ d; - d;.,, holds. Also, it isimportant
to note that thisformulation of the problem will work on convex trade-off func-
tion as well as concave functions; however, it is not needed in the former case,
as shown by equation (6). Because this formulation can be extended to any
number of straight line segments, concave or convey, it follows that this integer-
variable formulation can be used on any trade-off curve that is continuous and
nonincreasing, such as the curve shown in Figure 8-16 which is neither convex
nor concave.

Activity durationtime
Figure 8-16 lllustrative nonconvex, nonconcave trade-off function.
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Formulation for Feasible Point Time-Cost Trade-Off Functions

It often happens that an activity can only be performed in asmall number of dif-
ferent times, which gives rise to a small set of feasibletime-cost points. For ex-
ample, consider an activity /- that can only be performed at anormal time, Dy,
or acrash time, d. Inthisformulation of the problem, one requirestwo* non-
negativeinteger-valued variablesasfollows:

Yp; = 1if the activity duration is Dy
= 0if theactivity duration isdy
. - . (10
Yay = 1if theactivity duration isdy
= 0if theactivity durationis Dy

Using these integer-valued variables, the linear programming formulation is as
follows:

Maximizef [¥] =. .- ~Cp¥py; - Capdagt-- - (11a)
Subject to

Ti + foyDi;' + a’,‘_,-ydﬁ - T_, § 0 (1 lb)

nyj'+ydl'f=l (llc)

YDy Yay = non-negative integers (11d)

If the activity hask different feasible time-cost points, the aboveformulation is
extended by introducing one non-negative integer-valued variablefor each feasi-
ble time-cost point and requiring that the sum of all of thevariablesbeequal to
one.

The use of integer variables in this manner is, indeed, a very powerful tool
which could be used in a number of other ways. Consider, for example, the
criticism put forth by Fondahl’ that the CPM procedure does not account for
the fact that activities are sometimes correlated in that a speed up of activity A
must be accompanied by a speed up in say activity B as well, becauseit is ac-
complished by the use of a specia resource which actsin common to both of
these activities. In this case, one could accomplish the requirement that neither
or both of the activities A and B are augmented by adding a pair of constraints

*One variable would suffice in this case, since YDy = 1-yg4.., however, the formulation
given in equation (11) is used because it suggests the generalization to more than two
feasibletime-cost points.
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to equation (11), i.e., Ya, ~ ¥ay = 0 and yay - ¥a, =0, where ¥y, and Yap
are already required to be non-negative integers by constraints like (I 1d). This
pair of constraints accomplishes the desired result because they require, in ef-
fect, that both variablesmust be equal to zero or both must beequal to one.

Solving Problems with Arbitrary Trade-Off Functions

It is not too difficult to combine the above formulations to handle more compli-
cated trade-off functionswhich are combinations of discrete points and continu-
ous curves. The details of this procedure can be found in the report by Meyer
and Shaffer;'? thethree basic transition forms that must be handled are enumer-
ated in problem 3 at the end of Chapter 8.

The application of the linear programming formulations given by equations
(4), (6), (7), and (11), to the network givenin Figure 811, but with more com-
plicated activity trade-off functions, is presented in problem 4. The solution of
this very small (five activities) problem requires 13 constraints, and the restric-
tion that two of the variables (one for the concave cost curve for activity 1-2,
and one for the discrete cost pointsfor activity 3-4) beinteger valued. To solve
even this small problem using the simplex method, together with an integer pro-
gramming algorithm, will require the use of a computer if the task isto be ac-
complished in a reasonable time and at a reasonable cost.

Current computer hardware and integer/programming software is such that
these methods will handle networks of at most 100 activities. Other recent ap-
proaches to this problem have been more successful. For example, Panagio-
takopoulos'* has developed an efficient algorithm to determine optimal solu-
tions to the “CPM™ problem for the discrete case. That is, where the time-cost
aternatives for each activity are specified by a set of feasible tie-cost pairs,
rather than continuous functions. The program for this agorithm is available
from the author. It will handle networks well in excess of 100 activities.

A dynamic programming approach to the discrete case ""CPM" problem was
developed by Crowston, and extended by Hindelang and Muth.? Their approach
is caled decision CPM (DCPM) networks. |t consists of conventional PERT/
CPM AND nodes as well as OR nodes. The latter nodes are followed by a set
of discrete time-cost activity performance aternatives. The computation time
of this approach is said to grow linearly with the number of activitiesin the net-
work. Thusit is potentially capable of handling very large networks.

In this appendix, the application of mathematical programming to the time-
cost trade-off problem was introduced along with logical extensions to the ob-
jective function and the activity time-cost trade-off relationships. Finaly, pro-
cedures to solve these various problems formul ations were cited.



THE PERT
STATISTICAL
APPROACH

In Chapter 1, PERT was described as being appropriate for scheduling and con-
trolling research and development type projects, or others comprised primarily
of activitieswhose actual duration timesare subject to considerable chance varia-
tion. It is because of thisvariability that for projects of thistype, thetime de-
ment of project performance is usually of paramount importance. Whilethe
deterministic CPM approach, as described in Chapters3 and 4, is quite frequently
applied to programs of this type, the single estimate of the average activity per-
formance time which it employs completely ignores the chance element asso-
ciated with the conduct of the project activities. For example, an activity which
is expected to take 10 daysto perform, but might vary from9to 11 dayswould
be treated no differently than an activity whichisalso expected to take 10days
to perform, but might vary from 2 to 25 days. The advantage of the PERT sta-
tistical approach, originally developed by D. G, Malcolm®'*! and others, isthat
it offers a method of dealing with this chance variation, making it possibleto
alow for it in the scheduling calculations and finally usingit asa basisfor com-
puting the probability (index) that the project, or key milestonesin the project,
will be completed on or before their scheduled date(s).

This type of analysis could be very helpful in arriving at an acceptable project
plan for implementation, as shown in box (5) of Figure 1:4, which illustrated
the overall dynamic network-based planning and control procedure. For exam-
ple, probabilities of meeting a required schedule, of greater than say 0.75, might
signal a green light to go with the project plan. Values between 0.25 and 0.75
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would signal a yellow caution light; careful attention to progresson this project
is appropriate, and some project replanning may be anticipated. Finally, a prob-
ability less than 0.25 would signal red to immediately stop and replan to achieve
a better chance of meeting the required schedule.

This type of early warning system has considerable merit when large uncer-
tainty in activity duration time exists. For example, the major overhaul of air-
craft involves considerable uncertainty that is not revealed until covers are re-
moved from control cables, engines, etc., where corrosion and wear may befound
to vary from minimal to extensive. In other projects, external elements, such as
the weather, may interject uncertainty. For example, in the Alaskan pipeline
project, risk analysis of the construction schedule required the inclusion of the
effects of weather conditions within the project network plan.

OVERVIEW OF PERT

To give an overview of the PERT dtatistical approach, consider the network
originaly presented in Figure 4-5, and shown here in modified form in Figure
91. In this network, the critical path consists of the three activities 0-3, 3-7,
and 7-8. Now suppose that the performance of each of these activitiesis subject
to a considerable number of chance sources of variation such as the weather,
equipment failures, personnel or materials problems, or uncertainties in the
methods or procedures to beused in carrying out the activity. 1t may be argued
that if difficulties of one sort or another are encountered on a particular activity,
that additional resources will immediately be applied to this activity, or subse-

Figure 9-1 Illustration of the "conventional” PERT statistical approach to the network
originally presented in Figure 4-5.
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guent activities on the critical path, so that the project will gtill be completed
on time. This chapter is concerned with the problem of estimating the prob-
ability of having to undertake such measures. Hence, the uncertainties in per-
formance time being referred to here are those associated with completing the
originally defined activity with the originally specified resources.

Returning to the example, one notes that the actual performance times for
the activities on the critica path, instead of being exactly 2, 8, and 5 days, are
variables subject to random or chance variation, with mean valuesof 2, 8, and 5,
respectively. Also, the actua time to perform the activitieson the critical path
is the sum of three random or chance variables, and (except for the slight possi-
bility that activity 6-7 may be completed after activity 3-7 and activity 5-8
after activity 7-8) this sum is aso the actual ti e to complete the project.
Hence, to estimate the statistical distribution of project performance time,
and in turn compute the probability of meetinga scheduled date for the comple-
tion of the project, it will be necessary to deal with the statistics of the sum of
random variables. In the next section the theory of probability and statistics
necessary to handle this problem will be considered. The following section will
describe " conventional"* PERT schedulingand probability calculation along with
several practical applications. Several important refinements to the conventional
PERT procedure are given at theend of this chapter.

The treatment of PERT given in this chapter isreferred to as" conventional**
because the calculation of earliest and latest activity start and finish timesis
made in the same way as described in Chapter 4, using expected activity perfor-
mance times only. The variability associated with activity performance timesis
involved only in the computation of PERT probabilities. This simplifying as-
sumption causes the PERT event times to be biased dightly, always on the low
side, and the PERT probabilities considerably on the high side. For example,
in Figure 91 the earliest expected complete time for activity 7-8 is 15. How-
ever, since the actual complete time for activity 5-8 may be greater than that for
activity 7-8, even though its expected time of 14 isless (earlier) than that for
activity 7-8, the correct expected time for the completion of both activities 5-8
and 7-8 must be greater than 15.

The fact that the conventional PERT procedure always underestimates the
expected occurrence times of network merge events and their successors, dis-
turbs users.  The fact is, however, that this biasis usually relatively small; less
than 5 percent. It turns out that the PERT probability estimatesare more seri-
ously bhiased, on the high side. Thisisdue not only to the mergeevent t i e bias,
but also to the relatively large error in the estimate of the variance of the actual
project duration time. These biases will be illustrated in the latter sections of
this chapter, along with two practical methods of circumventing them. One rela
tively simple method, called PNET, considers not only thecritical path, but also
a "sufficient' set of near critical paths so that accurate probability estimates
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can be made. The other method is Monte Carlo simulation. [t is an order of
magnitude more costly than PNET, but has the very important added advantage
of estimating the criticality of all network activities and events. The latter is
expressed as a probability that any activity in question will end up on the critical
path when the project isactually conducted.

The PERT dtatistical approach to project management is not widely used to-
day, even though its potential has grown over the past decade due to the pro-
liferation of very costly and time consuming large scale systems projects. Cran-
aAl1* has reported that the deterministic activity performance time approach has
proven costly and invalid in projects such asthe fabrication of offshore oil plat-
forms and storage tanks, and projects in Alaska where weather isafactor in con-
struction and logistic supply. Many other projects of this type could be cited,
particularly large government hardware development projects whose history of
large uncertainty in time and cost performance iswell known. In view of this,
it is hard to say why PERT is rarely applied. Certain contributing factors are
known. The lack of vdidity of the basc assumptions underlying PERT have
been cited in scores of technical papers. But by and large, most of these prob-
lems could be affordably circumvented by the two methods cited above. This
reduces to the conjecture that top level project managersdo not understand the
basic principlesof probability and statistics, or given that they do, they have just
not learned how to use PERT to solve their management problems. For this
reason, the next section is devoted to basic probability theory. While many
readers of this text will aready have a background in this material, they may
find this material interesting as an example of how these concepts might be
explained to managers who are to use the PERT probability approach to project
planning and control. The material is presented with this objectivein mind.

BASIC PROBABILITY THEORY
Probability as a Measure of Uncertainty

Some of the mathematical definitions of probability become highly abstract and
the language somewhat complicated, although they will be discussed in lessfor-
midable language below. In a sense, however, one already knows what prob-
ability isal about. If oneistold that an event is" amost certain,” *"highly prob-
able, "about fifty-fifty," "highly unlikely," or ""highly improbable," one hasa
good intuitive feel for the meaning of what is being said and, furthermore, this
intuitive feelingis correct. All that probability theory attemptsto do is to quan-
tify these somewhat subjective statementsin a precise and objective way.

In order to do thisit has been found convenient to express probabilities on a
scale that runs from 0 to 1. On this scale, zero represents impossibility and one
represents certainty; the numbers in between represent varying degrees of
likelihood. Instead of saying, for example, that itis' aimost certain™ that ade-
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vice will continue operating for at least one hour and " highly improbable™ that
it will continue operating for more than one thousand hours, one can say that
the respective probabilities are, say, 0.999 and 0.001, Thedefinitions and mathe-
matical procedures that enable one to go from qualitative to quantitative state-
ments can become quite technical and highly specialized; the intent, however, is
to enable one to make precise and valid statements about the degree of certainty
or uncertainty associated with specific occurrences.

The Managerial Function: Decision Making Under Uncertainty and Risk

The words "uncertainty” and “‘risk™t appear frequently in mathematical litera-
ture on probability concepts. The same two words or their synonymsare also a
part of management's vocabulary, for the prime function of management isde-
cision making under conditions of uncertainty with the objective of balancing
the risks associated with a particular problem. Risk itself hastwo elements. the
probability that something will happen, and the loss that will result if it does
happen.

Consider the trivial example of deciding whether or not to wear araincoat to
work. If one decidesto takearaincoat and it does not rain, there will be aloss,
the effort or nuisanceinvolved in carrying the raincoat. If one does not take the
raincoat and it does rain; another kind of lossisinvolved,i.e., getting wet. The
decision will, therefore, depend upon an evaluation of these possiblelossesand
an assessment of the probability of rain. Current industrial applications of prob-
ability theory revolve around thisconcept of balancingrisks. Probability theory
is used, for example, in the determination of optimal inventory sizes, wherethe
opposing risks are the costs of carrying too much stock, and the lossof salesthat
resultswhen an out-of-stock condition occurs.

Probability has already been defined asa way of measuringuncertainty. Inas-
much as the problems facing management are the problems of uncertainty and
risk, it is clear that probability hasan important role to play in helping the man-
ager to formulate and solve these problems.

Empirical Frequency Distributions

To present a background in probability and statisticsit islogical to begin by con-
sidering the basic raw material of statistics, i.e., observations of some measurable
quantity subject to random or chance sources of variation. For discussion pur-
poses consider a PERT activity which has been performed in the past a large
number of times under essentially the same conditions. This assumes that no

{The definition of thesetwo teemsused here differsfrom that used in literature on decison
theory, wherethe differentiation between uncertainty and risk is based on the presenceor
absence of a probability distribution associated with the variablein question.
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Figure9-2 Empirical frequency distribution of activity duration times.

learning, changes in working conditions, job description, etc., take place. Al-
though PERT generally involves no statistical sampling of this sort, for the
purpose of this discussion, one may suppose the duration times for this ac-
tivity ranged from 7 to 17 days. Now suppose that one counts the number of
times the activity required 7 days to perform, 8 days to perform, etc.,, and dis
plays the resulting data in the form of an empirical frequency distribution or
histogram as shown in Figure 9-2. If one had an infinite number of observa
tions and made the width of the intervals in Figure 9-2 approach zero, the
distribution would merge into some smooth curve; this type of curve will be
referred to as the theoretical probability density of the random variable. The
total area under such a curve is made to be exactly one, so that the area under
the curve between any twovauesof tisdirectly the probability that the random
varigble t will fall in thisinterval.

Characterization of an Empirical Distribution

To describe an empirical frequency distribution quantitatively, two measures
are frequently employed—one which locates the point about which the distribu-
tion is centered, a measure of its centra tendency or location, and the other
which indicates the spread or dispersion in the distribution, a measure of its
variability. These measuresare illustrated in Figure 9-3. At the top and middle
of the figure, the two distributions differ either in their mean values or disper-
sion, while at the bottom they differ in both respects. This same information
is given by quantitative measures of these two characteristics of a frequency
distribution.

In PERT computations, this text will use the familiar arithmetic average or
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Figure 9-3 lllustration of differences in measures of central tendency and dispersion.

mean as a measure of central tendency, and what is called the standard devia-
tion as the measure of variability. These statistics will first be defined with re-
spect to a sample of # observations drawn from some distribution such as the
one shown in Figure 9-2. If the n observations are denoted by #1,%2,...,f,
these measuresare computed asfollows:

Measure of central tendency = arithmetic mean

=@ttt ty)in=1 (1)
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Measure of variability = standard deviation = s,

The above formula for the standard deviation indicates why it is sometimes
referred to as the root-mean-square deviation; it is the square root of the mean
of the sguares of the deviations of the individual observations from their aver-
age. Computations will frequently use the sguare of the standard deviation,
which, for convenience, iscalled the variance; sf = varianceoft.

Physical Interpretation of the Mean and Standard Deviation

The question usually asked at this point is what do 7 and s, (or s#) mean? First
of dl, t ands, both carry the same time unitsand are estimates of the true mean
and standard deviation of the distribution shown by the smooth curvein Figure
9-2. These quantities will be denoted by r, and (¥;)"/2, respectively; 7 ap-
proaches ¢, and s; approaches (¥;)"/? asthe size of the sample, n, approaches
infinity. 1f some assumption is made now about the theoretical distribution (the
smooth curve in Figure 9-2) from which the sample was obtained, one can pro-
ceed with the interpretation. For example, suppose the random variable t is
“normally” distributed, that is, the distribution has a characteristic symmetrical
bell shape which frequently occurs when a variableisacted upon by a multitude
of random chance causes of variation. In thiscase, our interpretationisshown
in Figure 9-4.

Central Limit Theorem

The last bit of statistical machinery needed for PERT probability computations
is the Central Limit Theorem, which is perhaps the most important theoremin
al of mathematical statistics. In the context of PERT, this theorem may be
stated in the following way.

Central Limit Theorem

Suppose M independent tasks are to be performedin order; (one might think
of these as the m tasks which lie on the critical path of anetwork). Lett,,z,,
..+, I bethe times actually required to compl ete these tasks.

Note that these are random variables with true means ¢, , fez2, « « - » tem, and
true variances Vy , Fya, - -+, Fam» @nd these actual times are unknown until
these specific tasksare actually performed. Now define T to be the sum:

Tt +ty+ 4t

and note that T is aso a random variable and thus hasa distribution. The Cen-
tral Limit Theorem states that if m islarge, say four or more, the distribution of
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Figure 9-4 Selected areas under the normal distribution curve.

T isapproximately normal with mean E and varianw ¥V given by

That is, the mean of the sum, is the sum of the means; the variance of the sum
is the sum of the variances; and the distribution of the sum of activity timeswill
be normal regardless of the shape of the distribution of actual activity perfor-
mance times (such asgivenin Figure 9-2).

The norma distribution is extensively tabulated and therefore probability
statements can be made regarding the random variable T by using these tables.
A table of normal curve areas is givenin Appendix 9-1, and an example illus-
trating itsuseis given later.

The Dice Tossing Experiment

To establish confidence in, and further understanding of the Central Limit
Theorem, it is worthwhile to study its application to a familiar experiment—
dice tossing. An experiment of tossing a single die can be described as shown
in Figure 9-5.
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Experiment: Tossing a single die

Possible outcomes:

Random variable X 1 2 3 4 5 6
Figure 9 5

If the die being tossed is unbiased, the probability of each outcome of this
experiment is equaly likely, and hence has a probability of %, since there are
just six possible outcomes. This is shown in Figure 9-6, which is called a theo-
retical probability distribution for the random variable X. The mean and vari-
ance of this theoretical distribution can be computed using equations (1) and
(2) in which each possible value of the random variable X is weighted by its
theoretical probability. These results areindicatedin Figure 9-6.

Meanof X=(1 X L)+ (2X )+ X 1) +(@X §)
+(5XDH+ExH=%=31
Varianceof X =(1-34)2 X+ +(2-31)* x ¢
+(3-31)2x1+(@-33)2X¢
:

+(5-31)2x1+(6-33)2X¢
-1 _nll
=%~ 2p

Now consider tossing two dice with the random variable Y defined as the sum
of the spots on both dice, i.e., Y=X, T X,. The probability distribution for
this example, shown in Figure 96, follows directly from the fact that there are
36 mutually exclusive and equaly likely ways of tossing two unbiased dice, the
outcomes of which are shown by the matrix in Figure 9-7, which givesthe total
number of spots for each of the 36 combinations.

The reader can verify that by using equations{1) and(2) in the same manner
as shown abovefor the single die case, the mean and variance of this distribution
are exactly twice the values for a single die, i.e., mean = 2 X 31 = 7 and the
variance= 2 X 24 = 52, as they should be according to the Central Limit Theo-
rem. One should also note from Figure 9-6 that while the basic random variable
X has a rectangular distribution, the random variable Y hasa triangular distribu-
tion which represents a large step toward the theoretical normal distribution as
dictated by the Central Limit Theorem.

To carry this experiment still one step further, consider tossing three dice
with the random variable Z defined as the sum of the spots on dl three dice,
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Single die Two dice
Mean of X = 3 1/2 Meanof Y=7
Variance of X = 2 11/12 P(Y) Varianceof Y =5 516
P(Xx] |-
Number of spots on a single dia X Total number of spotson twe dice= ¥
Pz}
| Three dice

Mean of Z= 10 1/2
Variance of £ = 8 3/4

Total number of spots on three dice =2

Figure 9-6 Probability distribution for tossing unbiased dice.

ie.,Z=X, +X, t+X;. The reader can again verify that the mean and variance
of thisdistribution follow the Central Limit Theorem, i.e.,

Meanof Z=3 X 33 =104
Varianceof £ =3 X 2%:3%

Examination of Figure 96 indicates that the shape of the distribution is now
very close to the theoretica normal distribution. The Central Limit Theorem
will be applied in the section below on the probability of meeting a scheduled
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Second die

Figure 9-7 The thirty-six equiprobable ways of tossing two unbiased dice.

date, while an empirical verification of this theorem istaken up in exercise 1
at theend of thischapter.

PERT SYSTEM OF THREE TIME ESTIMATES

PERT basic scheduling computations utilize the expected values, 7., of the hypo-
thetical distributions of actual activity performance times, as depicted in Figure
9-2 and 9-8 below. Since PERT addresses itself primarily to programs whose
activities are subject to considerable random variation and to programs where
time schedules are of the essence, it utilizes the standard deviations of the dis-
tributions shown in these figuresin computing a measure of the chancesof meet-
ing scheduled dates of project milestones.

In making PERT computations, it must be realized that the activity perfor-
mance time distribution is purely hypothetical, since one ordinarily is unable
to do any statistical sampling whatever. [If historical (sample) activity duration
data are available, they can be used to estimate a, =, and b, asindicated in Ap-
pendix 9-21. After an activity has been performed, the observed actual perfor-
mance time, denoted by t, for the activity can be considered as a single sample
from this hypothetical distribution. However, al computations are made prior
to the performance of the activity; hence, as stated above, the basisof PERT
computations involves no statistical sampling, but rather it dependson the judg-
ment of the person in charge of the activity in question. The latter judgement
is, of course, based on a sampling of work experiences, however, this is not
sampling in the strict statistical sense. In making these subjective estimates,
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Figure 9-8 PERT system of three time estimates.

one is asked to cal on his genera experience, and his knowledge of the require-
ments of the activity in question, to consider the personnel and facilities avail-
able to him, and then to estimate the three times shown in Figure 9-8. These
times defined below, will then be used to estimate the mean and standard devia
tion of the hypothetical activity performance time distribution. The choice of
amost likely time, #, and then a range of timesfrom an optimistic estimate, a,
to a pessimisticestimate, b, seemsto be a natural choice of times.

Definition:

a = optimistic performance time; the time which would be bettered only one
time in twenty if the activity could be performed repeatedly under the same es-
sential conditions.

Definition:

rn =most likely time; the modal value of the distribution, or the value which
islikely to occur more often than any other vaue.
Definition:

b = pessimistic performance time; the time which would be exceeded only
one time in twenty if the activity could be performed repeatedly under the same
essential conditions.
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The above definitions of a and b are called the 5 and 95 percentiles, respec-
tively, of the distribution of the performance time, t. These definitions are
based on a study by Moder and Rodgers.'® They differ from the origina devel-
opment of PERT,**'" where they were assumed to be the ultimate limits, or the
0 and 100 percentiles of the distribution of t. An intuitive argument for our
definition is that since the estimates of a and b are based on past experience and
judgment, the 0 and 100 percentiles would be very difficult to estimate, since
they would never have been experienced. Further arguments of a statistical na-
ture will be presented below.

Although the above definitions of a, m, and b appear to be clear and work-
able, the following points will be helpful in obtaining reliable values for these
time estimates.

1. One of the important assumptions in the Central Limit Theoremisthein-
dependence of the random variablesin question. Since thistheoremisthe
basis of PERT probability computations, the estimates of & m, and b
should be obtained so that the assumption of independence is satisfied,
that is, they should be madeindependently of what may occur in other ac-
tivities in the project, which may in tum affect the availability of man-
power and equipment planned for the activity in question. The estimator
should submit valuesfor a, /2, and b whiih are appropriate if the work is
carried out with the initially assumed manpower and facilities, and under
the assumed working conditions.

2, The estimates of a, m, and b should not be influenced by the time avail-
able to complete the project, i.e., it isnot logical to revise estimates by an
across-the-board cut in times after learning that the project critical pathis
toolong. This completely invalidatesthe PERT probabilities and destroys
any positive contribution that they may be able to make in the planning
function. Time estimates should be revised only when the scope of the
activity is changed, or when the manpower and facilitiesassigned toit are
changed.

3. To maintain an atmosphere conducive to obtaining unbiased estimates of
a, m, and b, it should be made clear that these are estimates and not
schedule commitmentsin the usual sense.

4. In general, the estimates of a, m, and b should not include allowancesfor
events which occur 0 infrequently that one does not ordinarly think of
them as random variables. The estimates of a, m, and b should not include
allowancesfor actsof nature—fires, floods, hurricanes, etc.

5. In general, the estimates of a, m, and b should include allowances for
events normally classed as random variables. An example here would be
the effects of weather. For activities whose performance is subject to
weather conditions, it is appropriate to anticipate the time of the year
when the activity will be performed and make suitable allowance for the
anticipated prevailingweather in estimating a, 7, and b.
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Estimation of the Mean and Variance of the Activity Performance Times

It iscommonly known in statistics that for unimodal distributions the standard
deviation can be estimated roughly as }5- of the range of the distribution. This
follows from the fact that at least 89 percent of any distribution lies within
three standard deviations of the mean, and for the normal distribution this per-
centage is 99.7+ percent. Hence, one can use time estimates, a and b, to esti-
mate the standard deviation (¥,)/? or the variance, ¥, asshown in equation (3):

(VY% =(b-a)/3.2, or V.= [(b 2)/3.2]* (3)

As mentioned above, a and b were originally defined as the 0 and 100 percen-
tiles of the distribution of t, and therefore, the divisor in equation (3) was6in
place of the above value of 3.2, in the original development of This
is the basis of another argument in favor of our 5 and 95 percentile definitions
of aand b. In the paper by Moder and Rodgers,'° it is shown that the difference
(b - @) variesfrom 3.1 to 3.3 (average of 3.2) standard deviationsfor a wide vari-
ety of distribution types ranging from the exponential distribution to the normal
distribution, including rectangular, triangular, and beta type distributions. For
this same set of distributions, the difference between the 0 and 100 percentiles
varies, however, from 3.5 d| the way to 6.0. Thus, the use of the5 and 95 per-
centiles for a and b leads to an estimator of the standard deviation that is robust
to variationsin the shape of the distribution of t. Thisis of someimportance,
because in general we do not know the shape of the distribution oft, and fur-
ther, we wish to avoid making any specific assumptions about it.

A smple formula for estimating the mean, ¢, of the activity time distribution
has also been developed. It isthe simple weighted average of the estimatesa, m,
and b given in equation (4).

Mean =z, = @+ 4m + b)/6 (€]

To derive this formula for the mean, one must assume some functional form
for the unknown distribution oft, such as shown in Figure 9-8. A likely candi-
date, chosen by Clark,? is the well known beta distribution, which has the de-
sirable properties of being contained inside a finite interval, and can be sym-
metric or skew, depending on the location of the mode, m, relativetoaand b.
Lacking an empirical basis for choosing a specific distribution, the beta distribu-
tion was historicaly accepted as a mathematical model for activity duration
times, for purposes of deriving equation (4) only. Using this distribution as a
model and assuming that equation (3) holds,* then ¢, is a cubic polynomia in
m. Equation (4) isalinear approximation to the exact formula, whose accuracy
iswell within limits dictated by the accuracy of the estimates of a, m,and b.

*The 0 and 100 percentile definitionsof a and b were used in thisderivation. The same
formulashould hold, however, for the 5 and 95 per centiledefinitionsused in this text.
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It should also be pointed out that the mean is equal to the most likely or
modal time (¢, =m),only if the optimistic and pessimistic times are symmetri-
cally placed about the most likely time, ie., only if b- m=m-a. Thus, in
the CPM procedure the single time estimate, denoted by D, isan estimate of the
mean activity duration time and is not necessarily the most likely time as de-
fined here. This is essential, since according to the Central Limit Theorem, the
expected total duration of a seriesof activities is the sum of their mean times
and not a sum of their most likely times. In fact, since the distribution of the
sum of random variables tends to the normal (symmetrical) distribution for
which the mean and the mode are the same, the most likely (modal) duration
time of a series of activities is not given by the sum of the individua activity
most likely times, but rather by a sum of their mean times.

If a single time estimate system is being used, and an activity isencountered
which has a skew distribution with a considerable amount of variation, then
equation (4) might be of assistancein arrivingat the singletime estimate, D. In
this case, a person might feel that he can estimate the mean activity duration
time more accurately by estimatinga, m, and b, and using equation (4) to con-
vert these numbers to the required singlet i e estimate, D. Some evidenceto
this effect wasfound in the study cited in Reference 10.

To illustrate the computation in the PERT statistical approach, consider the
simple network given in Figure 9-9. Here, for the network originally presented
in Figure 4-1, single time estimates have been replaced by estimates of a, m, and
b. For example, a=1,m= 2, and b =3 for activity 1-2. In the middle diagram
of Figure 9-9 are indicated the values of ¢,, and ¥; computed from equations
() and (4). These computations areillustrated below for activity 1-2.

fe=(1t4X2+3)[6=2
V.= [(3 - 1)/3.2]* =0.391

The results of the forward pass are indicated by the time scaeat the bottom
of Figure 9-9. The earliest expected event occurrence times, £, are computedin
exactly the same manner (in conventional PERT) asoutlined for the single time
estimate systems, asshown in Figure4-1.

The event variance, Vo, is computed in a manner quite similar to the compu-
tation of E. The rulesare asfollows:

RULE 1. Vi for theinitia network event isassumedto be zero.

RULE 2. The ¥ for the event following the activity in question in obtained by
adding the activity's variance, V;, to the variance of the predecessor
event, except at merge events.

RULE 3. At merge events, ¥, is computed along the same path used to obtain
E, i.e., the longest path. In case of ties, choose the path which gives
thelarger variance.
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Basic network with three time estimates, a, m, and g,

Basic network with ¢, and V, computed for each activity

Mean = £, = 12
3Std. dev. =3 (V)% =5

Time units

Figure 9-9 PERT statistical computations.
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Applying these rules to the network given in Figure 9-9, one obtains the fol-
lowing:

Vp(event 1) =0

Vr (event 3) = 0.391 + 1562 = 1.953
¥y (event 4) = 0.391 + 0.391 = 0.782

Since event 5 is a merge event, its variance according to Rule 3 aboveis com-
puted aong the path 1-2-3-5.

Vr (event S)=1.953 +.391 = 2.344
Vr (event6) = 2.344 + 391 = 2.735

The backward pass and dack computations are dso performedin the same
manner shown in Figure 4-1; they are not givenin Figure9-9.

PROBABILITY OF MEETING A SCHEDULED DATE

Although scheduled dates could be applied to the start or finish of a project
activity, they have traditionally been applied to the time of occurrence of net-
work events. Scheduled dates are usually specified only for those events that
mark a significant state in the project and vitally affect subsequent project ac-
tivities; such events are frequently called milestones. In this section, the prob-
lem of computing the probability of occurrence of an event, on or before a
scheduled time, isconsidered.

Refemng to Figure 9-9, the critical path for this network can be seen to be
1-2-3-5-6. Now consider the time to perform each of the activities dong this

path as independent random variables, the same assumption made during the
process of collecting the a, m, and b activity time estimates. Furthermore,

the sum of these random varigbles, which shall be denoted by T, is itsdf a
random variablewhich is governed by the Central Limit Theorem. Therefore

Mean of T'= Eg = (te)1-2 + (fe)a-s + (Te)s-s + (Ze)s-6
Es=2+4+3+3=12
Varianceof T= V=V, + Vig-z + Viz—s + Vis—g
Vp=0.391 + 1.562 + 0.391 + 0.391 = 2.735

and finally, the Central L i t Theorem enables one to assume that the shape of
the distribution of T is approximately normal. Thisinformation issummarized
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Probability (T < Ts = 14} Standard deviation =

7 12 14 17

Figure9-10 Distribution of the actual occurrencetime {T} of event 6.

in Figure 9-10, where the distribution is shown to**touch down'* on the abscissa
at three standard deviations on either side of the mean, i.e.,at 12 £ 5.

Now, the problem of computing the probability of meeting an arbitrary
scheduled date, such as 14 shown in Figure 9-10, isquite simple. Sincethe total
area under the norma curve isexactly one, the crosshatched area under the nor-
mal curve is directly the probability that the actual event occurrence time, T,
will be equal to or less than 14, whichisthe probability that the scheduled date
will be met. This probability can be read from the table of normal curve areas,
given in Appendix 9-1 at the end of this chapter. In order for thistableto apply
to any normal curve, it is based on the deviation of the scheduled date in ques-
tion, Ty, from the mean of the distribution, £, in units of standard deviations,
(¥7)"?. Cdling thisvalue Z , one obtains

A value of Z=1.21 indicates that the scheduled time, Tg, is 1.21 standard de-
viations greater than the expected time, £, = 12. Reference to Appendix 9-1B
indicates that this value of Z corresponds to a probability of approximately
0.89. Thus, assuming that ""time now" is zero, one may expect this project to
end at time 12, and the probability that it will end on or before the scheduled
time of 14, without expediting the project, is approximately 0.89. It should be
pointed out that if Tg had been two daysless than £, instead of being greater,
ie., Tg=12- 2= 10, then Z=-1.21, and the corresponding probability would
be 0.11. Hence,itisessentia that the correct Sgn s placed on the Z.

The above phrase, **without expediting,” is very important. In certain proj-
ects, schedules always may be met by some means or another, for example, by



changing the schedule, by changing the project requirements, by adding addi-
tional personnel or facilities, etc. The probability being computed here is the
probability that the original schedulewill be met without having to expedite the
work in some way or another. For this reason, the following rules should be
adopted in dealing with networks having two or more scheduled dates.

Definition:

The probability of meeting a scheduled date is the probability of occurrence
of an event on or before a specified date (time).

Rule:

To compute the probability of meeting a scheduled date, the variance of the
initial project event should be set equal to zero, and all scheduled dates other
than the one being considered should be ignored in making the variance and
probability computations.

Definition:

The conditional probability of meeting a scheduled date is the probability
of the occurrence of an event on or before a specified time, assuming that al
prior scheduled events occur on their scheduled dates.

Rule:

To compute the conditional probability of meeting a schedule date, set the
variances of the initial project event and dl scheduled events equal to zero, and
then make the usua variance and probability computations.

The above definitions and rules suggest where each of these two probabilities
might be applied. If one is concerned primarily with the planning of asubnet-
work consisting of the activities between two scheduled events, then the condi-
tional probability is pertinent. However, if one is concerned with the entire
project, then the unconditional probability of meeting a scheduled date seems
pertinent, since it gives the probability of having to expedite a project some-
wherein order to meet each of the scheduled event times.

COMPUTATION OF CUMULATIVE PROBABILITY
VS. PROJECT DURATION

Suppose the scheduled time for the completion of the project shown in Figure
99 had been T = 10; then the probability of meeting this schedule would have
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Table @-1. Computation of Cumulative Probability
of Meeting Alternative Project Scheduled Times

Ts Z = (T - 12111654 P{rsT}
8 -2.43 0.008
10 ~1.22 0.111
12 0 0.500
14 1.22 0.889
16 2.43 0.992
18 3.65 1.000

been the relatively low figure of 0.11, as discussed in the previous paragraph.
One might then ask the question, what is the probability of meeting variousre-
vised project completion times? A convenient way to answer this question is
with a graph (or table) giving cumulative probability vs project duration time.
Applying equation (5) above, this probability can be written as

Cumulative Probability
Completing Project on =RT=2T}=RZ= [T,- EDIVr}
Before Time T

Treating T’y as a variable, acumulative probability curve, such asshown in Table
9-1 and Figure 9-11, can be obtained from the following expression, together
with Appendix 9-1.

PITET}=RZ=[T, - 12)/1.654]}

Project scheduled duration time

Figure 9-11 Comulative probability of completing the project on or before the scheduled
time Tg.
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Now, the probability of meeting any possible schedulecan be read directly from
Figure 9-11. For example, the probability of meeting a scheduleof T, = 13 days
isapproximately 0.7.

ILLUSTRATIVE EXAMPLE USING PERCENTILE ESTIMATES

To illustrate the use of Egs (3) and (4), an example will be given dealing with
the overhaul of jet aircraft. The data given in Table 9-2 lists the nine activities
that form the critical (longest) path through the network of overhaul activities.
Because of physical space limitations, the number of men that can be assigned
to an overhaul task is amost fixed. Thus, an activity cannot be accelerated by
adding manpower when an overhaul project is behind schedule, and for this rea-
son, it is reasonable to assume that the actual activity duration timesare statis-
tically independent. Also, the critical path is considerably longer than the next
most critical path, so that the usual PERT application of the Central Limit
Theorem isjustified. The results given in Table 9-2 indicate that the expected
duration of this series of activitiesis 169.0 hours (7.05 days), with a standard
deviation of the actua performance times equal to 11.3 hours(0.47 days). The
overhaul duration that will not be exceeded more often than say onetimein ten
can be estimated by substituting these statistics in eg. (5) and solving for T,
whichisfound to be 7.65 days.

In this example, the objective was to accomplish the overhaul project in seven
days. Thus, technological changesin the techniquesof overhaul or in the extent
of the work to be accomplished must be made to reduce the overal duration of

Table 9-2. PERT Probability Analysis of an Aircraft Overhaul Project

Estimated Activity Durations (Hours)

Opli- Most Pessi-
Activity Description mistic Likely mistic Msan Tima® Variance"*®
Open Pylons 4
Open Engines 1
Cable Checking 10
Remove Engines 1
Pylon Rework 96
Reassemble Pylon, Etc. 12
Fuel Aircraft 1
Check Fuel Tanks, Etc. 4
Wing Closures 2
Final Checkout 6

Standard Deviation = 11.3 Hours

* Based on Ey. (3)
°® Based on Eq. (4)
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the project by at least 0.65 days, or about two work shifts, or a reductionin the
standard deviation of the project duration, or some combination of both.

MONITORING ACTIVITY TIME ESTIMATES AND PERFORMANCE

One of the frequent criticisms of the PERT statistical approach is that the per-
sons supplying values of a, m, and b do not have the experience to furnish accu-
rate data. This criticism is largely due to the nature of thework being planned.
Also, the estimators are not consistent, some being conservative while othersare
liberal in making their estimates. In addition, there is the red possibility that
the estimates are biased by a knowledge of what some higher authority would
like the times to befor aribtrary reasons.

This problem was studied by MacCrimmon and Ryavec.®? They studied the
effects of various sources of errors on the estimates of the mean, t,, and the
standard deviation (¥;)¥2. They considered errors introduced by (1) assuming
the activity time distribution was a beta distribution; (2) by using the PERT ap-
proximate formulas given by equations (3)* and (4); and (3) by using estimates
of a,m, and b in place of the true values. They concluded that these sources of
error could cause absolute errors in estimates of 7, and (¥,)"/? of 30and 15
percent of the range (b - a), respectively. Since these errors are both positive
and negative, however, they will tend tocancel each other.

This problem was aso considered by King and Wils® ~ who studied actual
data obtained from a large scade development project involving a prime con-
tractor and a number of subcontractors. They examined the hypothesis that
there is a general increase in the accuracy of pre-activity time estimates as the
beginning of the activity approaches. They rejected this hypothesis. Their
data also indicated that most of the time estimates were optimistic, some being
as low as 13 percent of the actua activity duration time. The same conclusion
was reached in regard to ability to improve the estimates of remaininglife after
the activity was started. In this study, the estimate of remaining life was, on
the average, 72 percent of the actual vaue. On the bass of these findings, the
authors proposed for consideration, the upward adjustment of dl time estimates.
In the project studied, a multiplier of 1.39 would have reduced the average error
in the activity duration timesto zero.

Another serious aspect of this problem that has not received much attention
is the effect of the " Peter Principle™ applied to activity performance times. It
might be stated as follows: The actual time required to perform an activity will
riseto at least fill thetimeallotted to it. Referring to Fig. 9-9, the actual timeto
perform an activity would be expected to be less than the mean, ¢,, about as

*They assumed 0 and 100 percentiles were used, and a corresponding divisor of 6 in equa-
tion (3).
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often as it exceeds the mean. (About is used here because for a distribution
skewed to the right (or left), the mean will be slightly greater (or less) than the
median or 50% point.) Experience would undoubtedly not bear this out be-
cause of the ever present human temptation to take a situation where the per-
formance time could be less than the mean, and dragit out to refine or improve
the results beyond theinitial product specification, or by the diversionof efforts
away from the activity to complete " other things."" Thii presents a real chal-
lenge to management to create a climate where performance timeslessthan the
expected values (¢,) will occur. The control chart procedure described below
may be of some helpin dleviating this problem.

Another approach to this problem, which these authors feel has more promise,
istowork with the individualsmaking the time estimates to improve their future
estimates by supplying them with positive feedback information. 1t issuggested
that records be kept for each person supplying activity time estimates. These
records should give the deviation of the estimated and actual activity perfor-
mance timesin units of standard deviationsas shown in equation (6).

Z = difference between estimated and actual duration time divided
by the estimated standard deviation of the duration time

One problem which complicates this analysisisthat the specificationsfor the
work comprising the activity, or the level of effort applied to theactivity, may
be changed before the activity iscompleted. In these cases, theonly valid proce-
dure is to use the estimated mean time, ¢,, which was made immediately after
the final deviation in the activity specification or level of effort occurred.

The Z values computed for a particular estimator can then be tabulated and
studied, asadditiona activitieswith which heisassociated are completed. Theo-
retically, these Z values should vary randomly about zero from about - 3to +3,
with the mgjority of the values near zero. Deviations from this pattern have a
very logicd interpretation; they should be studied by theestimator who supplied
the data so that improvements in the estimates can be made. If the pointsvary
about a mean less than the zero centerline, then the estimator has the common
problem of underestimating the time required to perform assigned tasks. Simi-
larly, variation about a mean greater than zero would indicate a consistent over-
estimation of performance times. Also, the points should vary from -3 to +3,
or possibly - 4to +4 if the performance time distributions are skewed. If they
vary over too wide a range, say t3, then generally, the difference between the
pessimistic and optimistic estimates (b - @) must be increased. The other possi-
bility is not too likely, but consistent variation over too narrow a range would
cal for areduction in the difference (b - a).
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SUMMARY OF HAND PROBABILITY COMPUTATIONS

PERT probability computations can be handled in much the same way astime-
cost trade-offs were handled in Chapter 8. If a computer is being used, then
estimates of a, m, and b must be obtained and used on al activities. In this
case, probabilities of meeting specified scheduled times are given in the com-
puter output, such as are shown in Figure 9-13, for the network shown in
Figure 9-12. However, if the computations are being made by hand, one could
start off with a single time estimate for the mean performance time for each
activity, and then obtain a, m, and b valuesonly for those activities on thecriti-
cd path, or the longest path leading to the scheduled event in question. This
procedureis summarized below.

1. Make the usua forward and backward pass computations based on asingle-
time estimate, D, for each activity.

2 Suppose one wishes to compute the probability of meeting a specified
scheduled time for event X. Then obtain estimates of @, m and b for only
those activities that comprise the "'longest path™ from the initial event to
the event X. If necessary, adjust the length of this path asdictated by the
new f, values based ona,m and b.

3. Compute the variance for event X, (F¢), by summing the variancesfor the
activitieslisted in Step 2. ¥»=sum of vauesof [(b- 2)/3.21%, for each
activity on the ""longest path" leading to event X.

4. Compute z using equation (5) and look up the corresponding probability
in the normal curve table given in Appendix 9-1.

To use the PNET method described below, values of a and b must aso be col-
lected on the ""near"* critical paths, to be defined.

Referring again to Figure 9-12, the practice of labelingthe eventson the net-
work, rather than the activities, should be noted. Event labelingin this manner
is not recommended because it confuses the reader; one cannot be sure which
arrows and time estimates apply to which events. This procedure was adopted
to be compatible with the early government practice of controlling thistype of
project by monitoring milestone events. Milestonesare, of course, key points
in time in thelife of a project and are, therefore, events which occur at the com-
pletion of one or more activities. Upper management keys on the status of mile-
stone events, while lower levels of management concentrate on the performance
of individual activities as shown in Figure 9-13. To facilitate this reporting at
severa levels of detail, computer programsare utilized to summarize networks
by retaining only the specified set of milestone events. (This concept was dis-
cussed under Network Condensation in Chapter 3.)
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The critical path through the project network in Figure 9-12 is marked by the
heavy line. The computer output in Figure 9-13 is based on a primary sort of
dack, and a secondary sort of early start time. This placesthe critical path as
the first set of 10 activities, the next most critical path as the next set of 2 ac-
tivities, and the third most critical paths as the final set of 12 activities. Notice
that the dack on the critical path is-16 weeks, because the scheduled comple-
tion time (12-13-61) is earlier than the expected time (12-25-61). Because of
this, the probabiliy of meeting this scheduleisalow value of 0.12. Clearly, this
would be a red light signal, calling for some immediate application of time-cost
trade-off procedures to raise this probability to an acceptable level. Further-
more, it would be unwise to wait further to consider this problem, because as
time goes by, the most economical way to buy time may have passed by.

INVESTIGATION OF THE MERGE EVENT BIAS PROBLEM

As pointed out in the introduction to this chapter, the conventional PERT pro-
cedure described above adwaysleads to an optimistically biased estimate of the
earliest (expected) occurrence time for the network events. This biasarises be-
cause al subcritical paths are ignored in making the forward pass computations.
If the longer path leading to a merge event is much longer than the second
longest path, and/or the variance of the activities on the longest path is small,
this bias will be insignificant. The first part of this section will be devoted to a
series of examples designed to give the reader an appreciation for the signifi-
cance of this bias problem. Finally, a solution to this problem using the PNET
procedure and MonteCarlo simulation will be described in some detail.

Magnitude of Bias

A study of this problem was made by MacCrimmon and Ryavee,® who con-
sidered two of the more important factors affecting the magnitude of the merge
event bias. First, one would intuitively expect the bias to increase as the num-
ber of parallel paths to the network end event increases. Thisisstudiedin Fig-
ure 9-14 below. Second, one would also expect the bias to increase as the ex-
pected length of the paralel paths becomeequal. Thisisstudied in Figure9-15.

Consider the four activity network in Figure 9-14a. The particular discrete
distribution assumed for each of these activitiescan beidentifiedin Table 9-3 by
the corresponding mean shown on the network activities. Thereare two paths,
ABD and ACD, both having a mean length of 6. The mean of the maximum
time distribution, or the earliest expected time for event D is 6.89. Thus, the
error in the PERT calculated mean is 12.9 percent of the actual mean.

There are two possible ways a third path, with a mean length of 6, may be
created by adding one more activity. In one case the path may be completely
independent of the other two paths, thus resulting in a third parallel element,
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PERT {mean} 6.00 6.00 6.00
Exact {mean}  6.89 7.34 7.07
Error 12.9% -18.2% -15.256

Figure 9-14  Effect of parallel paths. with and without correfation, onthemergeevent bias.

AD, as depicted in Figure 9-14b. Alternatively, an activity BC can be added
with a mean time of 2, thus creating path ABCD, shown in Figure 9-14¢. In
both cases there are three paths, al of mean length 6, and the network hasfour
eventsand fiveactivities.

The addition of the third path in paralel leadsto anincreasein the deviation
of the PERT-calculated mean (still 6) from the actual mean, which in this case
is 7.336. Thus, the error hasincreased to 182 percent. Figure 9-14¢, on the
other hand, is a network configuration, where there is a cross connection be-
tween two parallel paths. Since there are three paths, one would expect alarger
error than in asimilar network with only two paths (such as Figure 9-14a), d-
though not as large an error as in Figure 9-14b, where the three paths are in
paraliel. The correlation (resulting from the common activities) in the network
of Figure9-14c doesindeed have the effect discussed, and the mean of the maxi-
mum time distribution lies between these two bounds, being 7.074. The error
asa percent of theactual meanis15.2 percent.

The examples given above are extreme cases, sinceall the paths have the same
expected duration—hence, they are al critical paths. If the durations of some
paths are shorter than the duration of the longest path, their effect on the proj-
ect mean and standard deviation would not be asgreat. However, if they havea
mean duration very close to the mean duration of the critical path, they would
not be critical but they would have an effect amost as significant as the exam-
ples of the previoussections. The following examplesshown in Figure 9-15indi-
cate the effect of slack inapath length.

The simple network has only two paths, ABC and AC. All activities are as-
sumed to be normally distributed, with standard deviation equal to 1, and the
appropriate mean given on the diagram. It may be noted from the diagrams that
various lengths are assumed for paths ABC and AC, ranging from both of them
being of equal length, to path AC being only % thelength of path ABC.



(c) d)
(a)

Ratio of path AC
Lengths: path ABC
PERT (Mean)

Exact (Mean)

% Error

PERT (Std. Dev.)

Exact (Std. Dev.)

% Error

Figure 9-15 Effect of slack on merge event bias.
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Table 93. Discrete Distribution for Activities in Figure 9-14

t Probability t Probability
1 % 2 %
2 % 4 %
3 Y% 6 %
Mean =g =2 Mean = tg =4
Std. Dev. = (V)2 =0.707 Std. Dev. = (V) /2 =1.414
Coef. of Var. = (V) Y2/t, = 35% Coef. of Var. = (V) 2/ty = 35%

This example indicates that the deviation of the PERT-calculated mean and
standard deviation, from the actual mean and standard deviation, may be quite
large when the paths are about equal in length, but the difference decreases
substantially asthe path lengths become farther apart.

Rules of Thumb on Merge Point Bias

To summarize qualitatively the above results on merge event bias, it can be

noted that the magnitude of the bias correction at a given merge event increases
&

1. the number of merging activity increases,

2. the expected complete times of the merging activities get closer together,

3. the variancesof the merging activitiesincrease, and

4. the correlation among the merging activity complete times approacheszero.

Because of point 2 above, the correction at most merge events will be negligible
and thus can be ignored. From a study of tables derived by Clark,? giving the
expected value of the greatest of a finite set of random variables, this can be
stated asa useful rule of thumb asfollows.

Rule:

If the difference between the expected complete times of the two merging
activities being considered is greater than the larger of their respectivestandard
deviations, then the bias correction will be small; if the difference is greater
than two standard deviations, the bias will be less than a few percent and can
be ignored. (The difference referred to hereiswhat has been defined in Chapter
4 as activity free dack.) If there are more than two merging activities, thisrule
should be applied to the two with the latest expected finish times.

The validity of thisruleisillustrated in Figure 9-15. The difference (sack)
in the expected time of the two merging activitiesisless than one standard devia-
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tion in Figure 9-15b and isgreater than twoin Figure 9-15c. The corresponding
biasesof 8 percent and 0.5 percent are appreciable and insignificant, respectively,
as suggested by thisrule.

If the above does not rule out the need for a bias correction, then it should be
made by one of the procedures described below.

Analytical Merge Event Bias Correction Procedures

The merge event biascorrection problemisessentially a statistical problem, deal-
ing with a random variable defined as the maximum value of a set of random
variables, not necessarily statistically independent. Thelatter condition compli-
cates the problem greatly. The maximum value is the earliest expected occur-
rence time of the (merge) event in question, and the set of random variablesis
the actual complete times of the activities merging to the event in question.
These latter times are not always statistically independent, because of the net-
work crossover condition previoudly illustrated in Figure 9-14c,

This is an intriguing statistical problem that has caught the fancy of many
researchers, and dozens of papers have been written about it. Only the rela
tively recent work of Ang, Abdelnour and Chaker' (1974) will be presented
here because it is the simplest of the procedures that produce a satisfactory
solution. Their procedureiscalled PNET.

To introduce this procedure, consider again the network shown earlier in
Figure 9-1. The conventional critical path is 0-3-7-8, having an expected time
of 15, with a standard deviation 1.68 days. Suppose the three time estimates for
the additional activities 3-4, 4-5, and 5-8 are as shown in Table 9-4. These data

Table 9-4. Mean and Standard Deviation of the Critical and Near Critical Paths
for the Network in Figure 9-1

Time Estimates Path 0-3-7-8 Path 0-3-4-5-8
Activity a m b Mean Variance Mean Variance

0-3 1 2 3 2 0.39
3.7 6 8 10

7-8 35 5 6.5

3-4 1 4 13

4-5 2 4 6

5-8 2 3 4

Totals*

Standard Deviation

'The mean and variance of the duration of a path is merely the sum of the means and vari-
ances of the activities along the path in question; the standard deviation of the path dura-
tion is then obtained as the square root of its variance.
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lead to the mean, variance, and standard deviation statisticsfor the critical path,
0-3-7-8, and the near critical path, 0-3-4-5-8, as shown at the bottom of the
table. Using eg. (), the cumulative probability curvesfor each of these paths
are then computed and are shown in Figure 9-16. They appear as straight lines
because the graph paper used here, called Normal Probability paper, has averti-
cal scae adjusted to produceastraight line for any normally distributed random
varigble. It is obvious from these two graphs that the PERT probability proce-
dure, which considersonly path 0-3-7-8, is biased on the high side. Infact, for
any scheduled time greater than the cross over point (about 15.7) the cumulative
probability for the near critical pathisconsiderably less than for the critical path
itself. Thisanomoly occurs because of the very large variancefor the near criti-
cal path; a situation which could occur in practice. It should also be noted that
athough the individual path lengths have Normal distributions(by virtue of the
Central Limit Theorem) the distribution of the project duration, considering all
paths, is not Normal. This distribution, to be derived below, is shown by the
dashed line in Figure 9-16. This censoring of thelower tail of the distribution
is a characteristic result which has been verified repeatedly by smulation. It can
be explained by recaliing that the actual project duration isthe maximum of a
set of random variables. The lower tail of this distribution of the maximums is

o r

Standard

Il',lll

1 1 1 1 1
6 8 10 12 14 16 18 20 22 24 26
Project scheduled duration time. Tg

Figure 916 Cumulative probability of path and project eompletion on or before time 7.
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truncated because alow maximum requiresall of the pathsto below, and hence
it occurs infrequently. However, a high maximum will result when only one or
more high path times occur, and henceit occurs more frequently. At thispoint
itisappropriate to ask, ""What is thecorrect cumulative probability?"

If we are justified in ignoring al but these two paths, we could proceed to
answer this question by first assuming they are statistically independent. Thisis
a very good assumption because these paths have only one element in common,
activity 0-3, and its variance is negligible in comparison to the total path vari-
ances. Thus, from basié¢ probability theory of independent events, the prob-
ability that the project will be completed on or before time Ty is merely the
product of the cumulative probabilities that each path will be completed on or
before time T,. For example, for T, = 14, this probability (reading from Figure
9-16) is0.50 X 0.27 = 0,135. The latter value isshown by the dashed curve, la-
beled Both Paths. Thisis essentially the procedure developed by Ang,' called
PNET. It amounts to finding the set of assumed independent pathswhich**rep-
resent” the network, and then set the cumulative probability for the project
equal to the product of the cumulative probabilities for each of the " represen-
tative" paths. It can be shown that the dashed PNET curve in Figure 9-16 is
almost identical to the correct curve.

ANG'S PNET ALGORITHM

The PNET algorithm utilizes theimportant fact that thelinear correlation coeffi-
cient between any pair of path lengths, say T3 and 7; for pathsi and j,isgiven
by

where the sum in the numerator is the sum of the variancesof the activitiesthat
are common to both pathsi and j, and the denominator is merely the product
'of the standard deviations of the total durations of pathsi and j. Thevaue of
ey variesfrom 0 for completely independent paths, to 1 for identical paths. For
the two pathsin the above example, the datain Table 9-4 showsthat p; is only
0.057, indicating almost compl ete independence of these two paths.

In the PNET algorithm, this correlation coefficient is used to determine the set
of representative paths for the network. _f two paths have acorrelation coefti-
cient greater than 0.5. then the longer of the two paths issaid to represent both
paths. and the shorter path isdropped from consideration. Similarly, if the cor-

relation coefficient is less than 0.5, the two paths are assumed independent, and
both remain under consideration. Then, the probability that a project will meet
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Mean =,
Variance

Figure9-17 Iflustrative network for Monte Carlo smulation and PNET.

a specified completion date istaken as the product of the probabilities that each
of therepresentative paths Wl meet the specified completion date.

An application of this procedure, given in the next section, shows excellent
agreement with the correct results obtained by simulation. Ang gives three ap-
plications of this procedure, and each shows excellent agreement with the results
obtained by simulation. One explanation of why this procedure seemsto work
better than expected, based on intuition, is that a form of the Central Limit
Theorem isin operation. That is, dropping pathswith correlations greater than
0.5, tends to cancel the error effects of assuming paths with correlations less
than 0.5 are independent. A modification of Ang’s original PNET procedureis
given below, along with its application to the network shown above in Figure
9-17.

Modified PNET Algorithm

1. Generate the list of major network paths® sequentially with decreasing
mean path durations, starting with the critical path(s). |n case of ties, arrange
the paths with decreasing standard deviations, The major paths are defmed as
those whose mean path durations are at least a certain percentage of the ex-
pected critical path duration. (The rule developed in the previous section and
adopted here, suggests the retention of al paths whose lengths differ from
the critical path by less than twice thelarger of the standard deviations of the
two paths) Number the major paths from 1 to N. This step isillustrated for
the network shown in Figure 9-17, and the results are given in Table 9-5. All

*The listing of pathsin order of criticality could be accomplished from a sl ack sort of the
project activities, modified s0 that each dack path extendsfrom the initial to theterminal
network event.
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Table 9-6. Application of PNET to the Network in
Figure 9-17.

Standard
No. Path Mean Variance Deviation

10 network paths are shown here for illustrative purposes; the listing could
have stopped after generating path 6 and showing that its mean differs from
the first (critical) path by 66 - 50.3 = 15.7, which exceeds twice the larger of
the path standard deviations, i.e., 2 X 7.8 = 15.6.

2. Compute the correlation coefficient for each pair of major paths using
equation (7}, and arrange them in matrix form. For the above example, this
matrix isshown in Table 9-6.

3. Determine the set of representative paths for the network. This proce-
dure isgiven for the correlation matrix shown in Table 9-6.

Table 9-6. Correlation Matrix for the Five Major Paths in the Network
in Fiaure 9-17

lewvernnnsnnns 1 2P «——Representative Set of Paths

[ | 1 |
\' é 2 @ 4 E ¢—Major Paths Considered

v
paths Deleted
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3.1. Start with path 1, enter it into the set of representative paths, and
move across row 1 of the correlation matrix deleting afl paths with correlations
greater than 05. In this example, delete paths 2 and 5 because#,; =0.88 and
F15 = 0.86 are both greater than 05.

3.2. Moveto the next remaining path, enter it into the set of representative
paths, and move acrossthis row of the correlation matrix again deleting alf paths
with correlations greater than 0.5. In this example, enter path 3 into the set of
representative paths, and delete path 4 becauser,, = 0.71 isgreater than 05.

3.3. Continue Step 3.2 until there are no remaining major paths to be con-
sidered; at this point stop, list the set of representative pathsand number them
1 ,..,K. In this example the procedure stops after Step 3.2 because no
major paths remain to be considered, and the set of representative paths con-
sistsof paths1 and 3.

4. Caculate the probability that the duration of each representative path
(Ty,...,Tg) will not exceed some scheduled project duration (T)), assuming
that each path duration hasa normal distribution with mean and standard devia-
tion computed in Step 1, i.e., caculate P(T; S T), ... ,P(Tx = Ty). These
probabilities are shown on theleft side of Table 9-7, for the example problem.

5. The probability that the project completion time, T, will meet the sched-
ule time, T, isdenoted by P(T £ T), and is then given approximately by the
product

PTET) =P £T) X...XP(Tx = Ty).

For the example, there are two representative paths, and this probability is given
asfollows:

PITS T} =P{Z(T, - 66)/7.8} X P{Z < (T - 58)/4.1}

The results of these computations are given in Table 9-7. It will be shown
below, that these PNET probability estimates are not significantly different from
the results obtained by Monte Carlo simulation, where thelatter are taken asthe
""correct” probabilities. The computation of the estimates of the PNET mean
and standard deviation are also shown at the bottom of Table 9-7.

Monte Carlo Simulation Approach to Pert Probabilities

The Monte Carlo simulation approach to the solution of this problem was used
by Van Slyke!? in 1963. He recognized this problem as one of simply solving
the stochastic network model to find something that corresponds, in some sense,
to the project duration and critical pathin the deterministic case. The difficulty
here was avoided to some extent by approximating the random problem by a
seriesof problems of the deterministic form. To accomplish this, Monte Carlo
simulation was used. A bonus from this approach was that it not only gave
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Table 9-7. Computation of PNET Project Probabilities from Representative
Path Probabilities

Paih 1=1-2-4-5-9 Path 3=1-3-6-9

z, = z3 = PNET =
Ts (T-661/7.8 PlZZz) (T,-58)/41 PWZSz) PIZ3z) . PIZEz3)
MEAN 66 58 66.9
STANDARD
DEVIATION 78

*This mean value was computed from the PNET cumulative probability distribution using
the following formula:

K
Mean = E t Xp(g)
i=1

where ¢ is the class mark (mid-point) of theith classinterval {f = 1.2.. ..,K; whereK =7
in this example), and p () is the probability that the (random) project duration will fall in
theith class interval.

Mean = (.018 - 0} 525 +(.152 - .018) 575 ++-- +{(.993 - .963} 825
+ (1,000 - .993) 875 266.9

The standard deviation, or variance, was computed in a similar fashion, replacingthe class
mark {e.g.,52.5), by the (class mark-mean)? = (52.5 - 66.9)2,

unbiased estimates of the mean and variance of the project duration, along with
the distribution of total project time, but it also gave estimates for quantities
not obtainable from the standard PERT approach. In particular, the 'criticality'

of an activity, i.e., the probability of an activity being on the critical path, can
be calculated. One of the more misleadingaspects of conventional PERT meth-
ods is the implication that there is a unique critical path. In genera, any of
a number of paths could be critical, depending on the particular redization of
the random activity durationsthat actually occur. Thus, it makessenseto talk
about a criticality index. This appearsto be an exceedingly useful measure of
the degree of attention on activity should receive by management, and isnot as
mideading as the critical path concept used in PERT. It should be added that
the probability of an activity being on thecritical path isnot correlated too well
with dack, as computed by the conventional PERT procedure, whichisthe fac-
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tor that usualy determines the degree of attention that a particular activity
receives.

The Monte Catlo simulation procedure was applied by Van Slyke to the net-
work given in Figure 9-17. Each activity was assumed to have a beta distribution
with mean, ¢, and avariance, ¥, as noted on each activity. Asgenerally recom-
mended by Van Slyke for this purpose, 10,000 sets of random times were gen-
erated for each activity in the network. For each of these sets, the longest path
through the network was determined: its duration was noted, aswell asacount
for each activity on thecritical path. The results of these 10,000 simulations are
given in Figure 9-18, where the probability that an activity was on the critical
path is noted on each activity. For example, 0.737 on activity 1-2 meansthat in
7370 of the 10,000 simulations, this activity was on the longest pathin the net-
work. Also, given at the bottom of Figure 9-18 are the statistics pertaining to
the total project duration. We note here that the PERT estimate of the project
mean was low (optimistic) by only 15 percent; however, the variance was esti-
mated too high by 42 percent, and the results previously obtained by PNET are
well inside the 95% confidence intervals based on the simulation estimates. The
PERT result is about as expected according to the rule given in the previous sec-
tion, because there is a considerable amount of dack aong the subcritical
path{s) at each mergeevent. It isinteresting to note, however, that activities 1-3
and 3-5, which are not on the conventional PERT critical path, have appreciable
probability of ending up onthe actual critical path.

Another output of the Monte Carle simulation study is given in Figure 9-19,
where the cumulative probability of aspecified project duration isgiven for sm-
ulation and PNET, which were almost identical, and is compared with the results
given by the conventional PERT procedure.

SIMULATION SAMPLE SIZE

A final note on the simulation procedure regards the cost of obtaining these
results. A sample size of 10,000 simulations was used in the examplein Figures
9-17 and 9-18, however, thisisconsiderably larger than justifiedfor thisproblem.
A recent empirical study by Crandall® indicates that this sample size can be re-
duced to 1000 or lessand till obtain an adequate level of confidence in the final
estimates. Other practitioners of simulation suggest samplesaslow as400. This
isthe generally recommended range of sample sizesfor this problem.

A statistical analysisfor the criticality index can be based on the binomial dis-
tribution, since for each simulation trial, any particular activity is either on, or
not on, the critica path. The(1-a) leve confidenceinterval could then be con-
structed on the truecriticality index, p, from the equation
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Figure 9-19 Cumulative probability of project duration.

where p is the estimated criticality index, # = sample size, and Z,, isthe stan-
dard norma deviate. Application of this formula at the 95% confidence level
(Z 9572 = 1.96) would indicate that if p isin the 10% to 90%range, and sample
sizes in the 400 to 1000 range, then the estimates would fal in the ranges
(100 p * 2)% to (100 p = 5)%. Estimates within 2% to 5%certainly represent
an acceptable level of accuracy.

Regarding the estimation of the mean project duration, some assumption
must be made regarding the coefficient of variation (CV) of the project dura-
tion, where CV = (Standard Deviation/Mean) X 100%. From therea examples
reported by Ang', and many othersreported in theliterature, the CV wasfound
to vary from 5%to 15%. In this case, the width of the 95% confidence interval
on the estimate of the mean will vary from £0.5 to =1.5% of the mean for sam+
ple size 400, and f0.3 to +1.0% for sample size 1000. This can be computed
from the formula

The estimation of the corresponding standard deviation of project duration
would not be quite as good, ranging from f 4 to +7% of the true value. Simi-
larly, this can be computed from the following formula, which again indicates
that the error levels are quite acceptable.

Finally, a confidence interval could be placed on the cumulative probability
curve by the use of the Kolmoagorov-Smirnav® test. Essentially, this method
states that the observed cumulative distribution curve will not deviate from
the true curve by more than 1.22/3/N, 1.36/x/N, or 1.63/x/N, at the 90%, 95%,
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and 99% confidence levels, respectively. For example, a confidence interval
statement can be made about the observed cumulative distribution curve (solid
line) shown in Figure 9-19, which was based on a sample size of &' = 10,000.
That is, we can state with 95% confidence, that the entire observed cumulative
distribution does not deviate from the true curve of more than 1.36/+/10,000 =
0.0136, or about 1.4%. If a sample size of only 400 or 200 had been used, this
maximum deviation would increase to 6.8%and 9.6%, respectively. The latter
is about as large as one could consider tolerable and thus N = 200 represents
about the smallest sample size that should be used.

With these recommended sample sizes of 400 to 1000, a number of simula
tion computer programs are available that could handle most networks at an
affordable cost. Where cost is a severe limitation, a sample size assmall as 200
could even be used, however, values below this would not give reliableestimates
of the shape of the distribution of project durations. The use of GERT HI for
this type of simulation will be illustrated in Chapter 10, Figures 10-4 through
10-7.

The application of PNET to precedence diagramming istreated in exercise 11.

SUMMARY

In this chapter, the PERT statistical approach to project planning and control
was given, which leads to a probability that a given scheduled event occurrence
time will be met, without having to expedite the project. The conventional
PERT procedure derivesits measure of uncertainty in the event occurrence times
from the three performance time estimates, optimistic, pessmistic, and most
likely, for each network activity. This procedure was modified by defining the
optimistic and pessimistic times as 5 and 95 percentiles, respectively, of the
hypothetical activity performance time distribution, rather than the end points
of the distribution. Based on the Central Limit Theorem, estimates of the mean
and variance in activity performance times were then used to compute a prob-
ability of meeting arbitrary scheduled times for specia network events. It was
recognized that it is difficult to obtain accurate estimates of the activity perfor-
mance times, and procedures for improving the estimation by feedback of past
estimation performance plotted on a standardized control chart was outlined.

The merge event bias, introduced in conventional PERT by ignoring dl but
the critical path, was then discussed with examplesillustrating the magnitude of
this problem. A simple rule of thumb was given to determine, from the com-
pleted conventional PERT analysis, whether this bias will be serious or not.
This rule simply states that at merge events, one can ignore the path with free
dack in excessof twicethelarger of the two paths standard deviations.

Two practical procedures to overcome the statistical errors in conventional
PERT were described, that is, PNET and Monte Carlo simulation. Both methods
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will give accurate estimates of the expected project duration and the probability
of meeting a range of scheduled duration times. Itis, however, easier to collect
this information on intermediate network events with simulation than with
PNET. Also, simulation alone W give the criticality index on each project
activity. Something approaching this might be achieved with PNET if it were
programmed to give the cumulative probability curves for the critical and near
critical paths, but this would not be as easy tointerpret asthe criticality index.
Finally, it has been estimated by Ang' that the computer cost of simulation is
about an order of magnitude greater than running PNET.

From the above comparison, it appears that PNET should become a standard
procedure, expected of all PERT computer routines. If the importance of the
project warrants the additional expenditure, then simulation should be utilized,
primarily to giveinformation on al milestone network events, and the criticality
index on all activities. With these improvementsin PERT methodology in plade,
interest in this technique just may be rekindled.
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EXERCISES

Verify the Central Limit Theorem by sampling, that is, by tossing three dice
and recording the resultson graphs, such asthose shown in Figure 9-6. For
convenience, use a white, a red, and a green die. Call the number of spots
on the white die, X, and plot on the first figure, Cdl the number of spots
on the white plusthered die, Y, and plot on thesecond figure. Finally, call
the number of spots on all three dice, Z, and plot on thethud figure. Com-
pare the results of your experiment with the theoretical values given in
Figure 9-6.

Verify the expected time and variance for event (4004-199), and verify the
the probability of 0.12 given for activity (4004-743)-(4004-199)in Figure
9-13b. Note: the values of aand b givenin thisfigureare theend points of
the distribution of activity performance time as used in conventional PERT
Hence (¥4)/? = (b- 2){6 should be used in place of equation (3) given in
this text. Also, note that the time interval 12-13-61 to 12-25-61 is equiva-
lent to 1.6 working weeks.

Consider the oversimplified network given in Figure 9-20 which might be
only a portion of alarger network, a portion which is subject to consider-
able chance variation in the performance times. In Figure 9-20a and b are
5 and 95 percentiles, respectively.

a Compute ¢, and ¥V for each of thefour activities.

b. Wha isthe earliest expected time of event 3?

Figure 9-20
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c. Whatisthe variance, V7, for the actual occurrence time for event 3?

d. What is the probability that the project will be completed by time 8?
By time 9?

e. Wha time are you fairly sure (say 95 percent confident) of meeting for
the completion of the project, i.e., the occurrence of event 3?7

. With reference to Figure 9-1, what is the probability that event 8 will be
completed on or before the end of the 12th day, assumingd! activities are
started as early as possible? What scheduled time for the entire project
would you feel 95 percent confident of meeting without havingto expedite
the project?

With referencet o Figure 9-1, what is the (conditional) probability that event
8 will be completed on or before the end of the 16th day, assuming that a
scheduled time of 10is met on event 7?

. Repeat exercise 5 on the assumption that event 7 has occurred 2 days late,
i.e., at theend of the 12th day.

. Solve exercise 3 using the Monte Carlo approach described in the text. For
simplicity, assume that the distribution of performance times for each ac-
tivity is rectangular between the limits given by a and b. Using a table of
random numbers that are uniformly distributed on the range from 0 to 1,
givenin most standard statistics texts, transform them to the distribution re-
quired for each of the activities in Figure 9-20. For example, activity 2-3
has a possible range of 3 to 7, or 4 time units, and a mean of 5. Lettingr
denote a random number uniformly distributed on theinterval 0 to 1, then,
¢ =3+ 4r, will be uniformly distributed on the range 3to 7 as desired. De-
cide for yourself how many simulations of the network should be made,
and express the results in a form such as givenin Figures 9-18 and 9-19.
Discussyour results.

. Repeat exercise 7 for the network given in Figure 9-1 making the same as-
sumptions as suggested in exercise 7 about thedistributionsof activity per-
formance times. To carry out this exercise, usethefollowing valuesof a, m,
and b.

Activity a m b




9.

10.

11

a. Applying the rule of thumb given in the text on merge event bias, will
the latter be significant in this problem? Why? At what merge events?

b. If we wanted to simplify the Monte Carlo simulation, would the elimina-
tion of slack paths 0-6-7 and D-1-2-5 bejustified?

¢. Perform the Monte Carle simulation and comment on the results obtained.

Referring to exercise 2 in Chapter 8 assume the times given under aand b

are 0 and 100 percentiles, so that the standard deviation, (Vr)‘“ = (b - a)/6,

and the times under the m column are single time estimates of the mean,

ie., r, =m,in this case. Without making a complete PERT statistical anal-

ysis, answer the following questions.

a Isthereasignificant mergeevent bias problem for this network?

b. What is the mean and approximate standard deviation of the total time
for this project?

¢ What are the approximate chances of completing this project in 400
hours?

Apply the PNET procedure to the network shownin Figures 9-12 and 9-13.

a. Compute the corrected probability of meeting the schedule of 12/13/61
for event 4199. (Thisisequivalent to a project duration of 27.0 weeks).

b. Compute the cumulative probability curve for arange of scheduled times
from 26 to 36 weeks.

C. What project scheduled duration currently has a probability of 0.90 of
being met?

How would PERT be applied to precedence diagramming? Answer this

question by applying the Central Limit Theorem.

a. Describe a procedure that could be used assuming the critical path is
specified as suggested in Chapter 4. For example, the network in Figure
4-11f hasthefollowingcritical path. Framing{NC)—FF[—Electrical(RC)—
S$S51—Finishing{NC). Assuming estimates of the mean and variance for
each activity duration are available, give equationsfor the mean and vari-
ance for the project duration, T. What assumptions are required for this
procedure?

b. Does the Monte Carlo simulation approach require any modification for
precedence diagramming?

c. Does the PNET procedure require any modification for precedence
diagramming?



APPENDIX 9-1a
THE CUMULATIVE NORMAL
DISTRIBUTION FUNCTIONY

-@ for { -z L0)

Example: ® (—=357) = .051785 = 0.0001785.

BY permission from A. Ilald, Statistical Tables, and Formuias, John Wiley & Sons, Inc.. New York, 1952.
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APPENDIX 9-1b
THE CUMULATIVE NORMAL
DISTRIBUTION FUNCTIONY

Example: & (3.57) = .9%8215 = 0.9998215.
t By permission from A. Hald, Statistical Tables, and Formulas, John Wiley & Sons, Inc., New York, 1952.
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APPENDIX 9-2
USE OF
HISTORICAL DATA
IN ESTIMATING

a, m, ANDDb

Occasionally one may have historical (sample) activity duration dataon whichto
base estimates of , and (¥,)"/2, or better, to estimate a, m, and b, which when
processed in the usual manner, with equations (3) and (4), will give the desired
estimates of (¥;)"/? and #,, This procedure has merit, if the following condi-
tions are satisfied.

1. The historical data are representative of the hypothetical population (Fig-
ures 9-2 and 9-8) to be ""'sampled” in the future for the activity in ques-
tion; that is, the activity is precisely the same, and the conditions which
prevailed during the collection of the historical data are representative of
those expected to prevail in the future when the activity in question isto
be performed.

2. The sampleof historical datais of "*sufficient™ size. Quantitative specifica
tion of what is " sufficient" depends on the nature of the activity in ques-
tion and the experience and abilities of the person supplying the estimates;
however, a sample of less than four or five observations would generaly
not be considered "' sufficient."

If the above assumptions are satisfied, estimates of a, m, and b can be obtained
from equations(8), (9), and (10) below, wherein

R = range of sample data
= |argest observation—smallest observation
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Table 9-8. Constant to Convert the Range to Estimates of the Standard
Deviation

{Range/Sid.
Sample Sizet Dev.) = d,it k =1.6/d,

t Although this table includes samples as small as two, one should not rely solely on the
sample data unless the sanpl e size is at least four.

t+ The symbol d, used here is the universal designation of this ratio, which is widely used
and tabled in statistical quality control literature; it assumes the random variable is normally
distributed.

k =3/d,, where d, is thestatistical quality control constant tabled as
a function of the number, n, of acitivity timesin the sample data.
Actualy, &, is the averageof the ratio R/(¥,)"/?. Valuesof k are
givenin Table 9-8, and are used to compute the constantsaand b.

f = arithmetic average of the sample data

Estimate of w2 =7 (8)
Estimate of a=f - kR (9)
Estimate of b= + kR (10)

In situations where kR is greater than #, and hence aas given by equation (9)
is negative, it is suggested that the following be used.

a=0 (%a)
b=2f (10a)



OTHER NETWORKING
SCHEMES

The graphical methods of drawing networks introduced in Chapter 2, and used
throughout this text, were variations of two basic methods of expressinga proj-
ect plan, that is, using activities-on-arrows (arrow diagrams) or activities-on-
nodes (node or precedence diagrams). The original developers of PERT and
CAM both utilized arrow diagrams based on the simplefinish-start precedence re-
lationship. 1t was aso pointed out in Chapter 2 that for every such arrow dia
gram, an equivalerit node diagram could be drawn by simply reversing the roles
of the arrows and nodes. Using this scheme, whichisgrowing in popularity, the
nodes represent the activities and the arrows are merely connectors denoting
finish-start precedence relationships. The principal advantage of thisbasic node
scheme is that it eliminates the need for special dummiesto correct false depen-
dencies. For thisreason, itiseasier to learn to draw the networks, and computer
processing is somewhat simplified since input/output lines devoted to dummy
activities are unnecessary.

The final network development in Chapter 2 was the introduction of the
precedence diagramming version of node diagrams. This scheme extended the
simplelogic of the basic node scheme. It permitted the start and/or finish of an
activity to be tied into the start and/or finish of other predecessor or successor
activities by the use of 4 types of precedence relationships. The addition of
lead/lag times to these precedence relationships gave added flexihility to this
method of network diagramming.

The basic arrow diagram and node diagram schemeshave, indeed, served quite

319
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well in modeling project plans. However, at the cutting edge of project planning
methodology, there are situations that still cannot be adequately modeled by
these basc schemes. Arrow and node diagrams are based on deterministic net-
work logic. That is, it isassumed that every path in the network isa necessary
part of the project; there are no optional or alternative paths. However, we
know that in some types of projects there is some uncertainty asto just which
activities will be included. In research projects in particular, several different
outcomes of the project may result, depending upon the outcomes of certain
chains of activities. A network that showsonly one plan with one possibleout-
come may not represent adequately thetrue nature of the project. The flexibil-
ity desired here is called probabilistic branching, where only one of severa suc-
cessor activitiesleaving a burst event are realized. Another important deficiency
of basic network schemesis that they do not permit the incorporation of loops
in the networks.

A simple example of an application of looping and probabilistic branching
would be the activitiesfollowinga "test'" activity. If the test result isacceptable,
then the branch to the next phase of the project would be followed. However,
if the test result is unacceptable, then an alternate branch is followed which
forms aloop to correct the unacceptable performance, and eventually leads back
to repeat the same test activity.

The use of branching and looping in thissituation could be avoided in simple
arrow or node diagrams by incorporating testing, rework if needed, retesting,
etc., al in one activity. These two dternatives are shown in Figure 10-1. If the
PERT system of time estimation were utilized in this situation, the uncertainty
in the Testing and Rework (10-20) activity could be accounted for by assigning

Network with probabilistic branchingand loops
(See Table 10-1 below for an explanation of the node symbols used here.)

Acceptable Tn

t Rework (Recycle loop) )

Eauivalent simnle arrow diaaram

. Testing T
m't.'al and rework o
project  p—— _— | conclusion

activities of project

Figure 10-1 Example of probabilistic branching and looping, with an equivalent single ar-
rowdiagram activity 10-20.
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Drop project

Evaluation of

= alternative engine Proceed to develop

Initial solid fuel engine
project - —_—
activities

Proceed to develop

" | liquid fuel engine
- Rework (Recycle loop) )

(See Table 10-1 below for an explanation of the node symbols used here.)

Figure 10-2 Example of probabilistic branchingand looping--no equivalent arrow diagram
possible. (See Table 10-1 below for an explanation of the node symbols used here.)

an appropriate range of activity duration times, with the optimistic time corre-
sponding to an acceptable test on the first try, and a pessimisticduration corre-
sponding to the time required to traverse a maximum number of recycle loops
that might reasonably be expected to occur in practice.

Now, consider a situation such as shown in Figure 10-2. Here, the testing or
evaluation activity {10-20) hasa probabilistic successor event (20) that branches
to one of 4 possible successor activities, one of whichformsaloop leading back
to the same evaluation activity. Note also, in thiscase, that there are severa dif-
ferent project end events, only one of which can ever be realized. Thetruees
sence of this project plan, and the evaluation of aternative project policies,
could not be captured by basic arrow or node diagrams, such.as was done in
Figure 10-1. The generalized arrow diagram which incorporates the branching
and looping shown in Figures 10-1 and 10-2 was developed by Alan Pritsker and
is called CERT, the acronym for Graphica Evaluation and Review Technique
(References 13-18).

DEVELOPMENT OF GERT

One of the earliest extensions of the basic arrow and node diagrams was sug-
gested by Freeman® and dealt with the portrayal of alternative networks to rep-
resent a project. Eisner? generalized thisconcept by including a new node type
for branching events to graphically portray alternative paths in a network. The
probabilities assigned to these paths add to one, and they are estimated by the
project planners along with the activity duration timeson the basisof judgment
and experience with similar circumstances. A significant breakthrough in gen-
eralizing the structure of activity networks was then made by Elmaghraby®:*
when he defined three types of nodes. AND nodes; EXCLUSIVE-OR nodes;

and INCLUSIVE-OR nodes. The initidl GERT developments were made by
Pritsker!3- 14 15,17 by buildingon Elmaghraby’s node definitions.



The first research activities on GERT were performed at the Rand Corpora-
tion whiie developing procedures for automatic checkout equipment for the
Apollo Program. Pritsker subsequently worked with many groupsin leading up
to the current program caled Q-GERT. Notable from a project management
point of view was the addition of costs to the usual time analysis of networks.
Arisawa and Elmaghraby' modeled costs by considering setup costsand variable
costs that increase in time for each project activity. P-GERT wasdeveloped by
Pritsker’® to handle node diagram notation. Finally, Hebert® developed the pro-
gram caled R-GERT which gives the basic outputs of asimulation of a PERT
network (as discussed in Chapter 9) with the consideration of resource con-
straints. That is, the program gives the early/late start/finish times and criti-
cality indices for each project activity, with the condition that an activity
cannot be started until the stated resources required by the activity become
available.

In the next section GERT nomenclature will be introduced and its use will be
illustrated for asimple project of reviewinga paper for atechnical journal. Then,
a detailed example of Q-GERT will be presented which deals with anindustria
sales negotiation process.

GERT NOMENCLATURE

One form of basic GERT nomenclature isshownin Table10-1. The basicarrow
diagram logic of PERT/CPM is embodied in the circle node shown in the upper
left-hand quadrant of this table. The other three node symbolsin thistable are
GERT logic extensions which permit looping, branching, and multiple project
end results.

An application of this notation is given in Figure 10-3, which treats the pro-
cess of reviewing an article submitted for publication in a professional journal.
The network contains one initial event and two terminal events; the latter have
the symbol for infinity {=} in the lower quadrant to denote that they can only
be realized once. Theseevents are half nodes because the initial event hasno in-
puts, and the terminal events have no outputs. The network chart is essentially
self-explanatory, which is one of the advantages of this nomenclature. This
could be called amultiple reviewer policy which requires afavorablemajority to
accept the article for publication. The network involvesbranching at nodes4,5
and 8 to denote the appropriate reviewer decision. Also, there are two loops
back to node 6 from nodes 8 and 13, and two end nodes denoting acceptance or
rejection of the article. Of particular note is node 13 which is realized only if
the first two reviewersdo not agree (one accept and one reject); it triggersoff a
recycleloop to node6 to select an alternate reviewer.

The diagram in Figure 10-3 could, by itself, be quite useful asageneral tool of
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Table 10-1. A Form of Basic GERT Notation

e Input And Or

g :

B ( S

QOutput \

Deterministic,

g
)

d
\ s>—
cnufication numb\'

cr .

Probabilistic,

N  Denotes the nous
AND The AND node will be released only if all activities
(arrows) leading into the node are realized. The time
of realization is the largest of the completion times of
the activities leading into the AND node Ibasic PERT/

CPM input node logic).

F Denotes the number of predecessor activities that
must be completed for the First realization of the
node, and S denotes the number required for Subse-
guent realizations.

OR  The OR node will be realized the first time when any
F of the total number of activities leading into the
node are completed. If the node is contained in a
loop, then the node can be realized the second and
all subsequent times when any S of the total number
of activities leading into the node are completed; usu-
allyFZ S
Deterministic All activities emanating from the node are subse-
quently taken if the node is realized (basic PERT/
CPM output node logic).
Probabilistic Only one activity emanating from the node is taken if
the node is realized. The sum of the probabilities as-
sociated with each of the output activities equals one.

systems analysis, particularly where the problem is more complex than shown
here. It could be used to show redundancies, inefficiencies, and inconsistencies
in the policies or procedures in question. It could aso be useful in speeding up
action at each branching node in the network, since the requirementsand impli-
cations of each alternative are clearly stated. If additional dataisadded to this
network, the use of the Q-GERT simulation program could provide estimates of
the probabilities of realization of each of the end nodes, and time and cost dis
tributions for the redlization of any selected nodes, considering resource con-
straints if desired. Anexampleof thistype will be presented in the next section.
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Figure10-3 Generalized [GERT) model of a sequential article review process. (See Table 10-1 for an explanation of the node symbols used
hers.)
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AN APPLICATION OF Q-GERT

Given below is an application of Q-GERT by Moore and Clayton'**, to model
the costs associated with an industrial sales negotiation process. A mgjor oil
company wanted to buy a new gasoline plant asacompletely installed package.
Systematically, the purchasing agent and his buyers began to inform a select
number of prospective vendors of the proposed gasoline plant and invited these
vendorsto negotiate for the job. Figure 104 isa Q-GERT network model which
could have been used by one of the vendor firms. The activity numbers are ref-
erenced to Table 10-2 which contains a description of each activity along with
the time distribution, cost estimates and branching probabilities for that activ-
ity. Fixed and varigble costs are associated with the negotiation activities. A
fixed cost is charged each time an activity occurs while variable costs accumu-
late linearly over the period of time required to complete the activity. Each ac-
tivity will now be discussed with activity numbers given in brackets after the
description.

The sales negotiation processinvolvesthe initial contact by company salesmen
[1]. A report to the marketing vice president and to the president is then made
{2,3]. For thiscompany, adecision to perform preliminary analysesis standard
for the large type of project being considered. Aswill be seen, an evaluation of
this policy could be cost effective. Next, on the Q-GERT network, five parallel
studies are performed beginning at node 5. These involveengineering[4] , pro-
duction [5], financial [6], marketing [7] and purchasing [8]. Except for the
production report, the evaluation of the reportsis performed at the nodes fol-
lowing the activities, as represented by activities9 and 10 and 13 through 18. If
any of the reports is negative, the project is not negotiated further and the net-
work terminates at hode 22. Node 22 isrepeated three timesin Figure 10-4for
graphical convenience. The evaluation of the production schedule is dightly
more complicated in that the possibility for production subcontracting isinvesti-
gated [11]. An unfavorable production subcontract could aso occur [19]
which would lead to termination of the negotiation process. When all five re-
ports are favorable, node 12 is released. Node 12 is a statistics node and the
time at which node 12 isreleased will be collected. A user function isemployed
at node 12 to collect cost data with regard to the costs of the salesnegotiation
process up to the time at which five favorable reports are obtained. Based on
the five reports, corporate level planning conferencesare held [21]. Furtherin-
formation is then sought of a marketing and engineering nature [22, 23]. If
either of these callsresultsin unfavorableinformation, the salesnegotiation pro-
cessis again terminated [24, 26]. If positive information is obtained from the
calls [25, 27], marketing negotiation plans and engineering design plans are for-

*This example is taken from the article " Sales Negotiation Cost Planning for Corporate
Level Sales" by M. M. Bird, E. R. Clayton, and L. J. Moore, Journal of Marketing (April),
Vol. 37, pp. 7-13, by permission of the publisher, the American Marketing Association.
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*Numbers in squares below each activity are used to identify the activities listed in Table
10-2; Activity [1], for example, could have alternatively been called 2-3, using the node num-
bers for identification.

**Node 22 appears three times in this network to facilitate drawing the network; they
should be interpreted as the same node.

Figure 10-4 Q-GERT diagram of industrial sales negotiation model.
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mulated [28, 29]. Based on these plans, corporate level strategy is developed in
a conference [30]. This strategy is implemented in a negotiation conference
with the buying firm [31]. The results of the negotiation conference are: no
sde [32]; contract awarded [33]; or further negotiations requested by the
buyer involving plan modifications [34]. Marketing and engineering modifica
tions are then performed [35, 36]. A corporate level meeting to evaluate and
reconcile the modifications is then held [37]. Following this, a returnismade
to node 18 of the Q-GERT network where another negotiation conference with
the buying firm is held [31]. At node 23, a successful sale has been made.
Total costs when a successful scaeismade are collected at node 23. Total costs
o the negotiation when a sde has not been made are collected at node 22.

The GERT network model for the saes negotiation process alowsan analyst
to include probabilistic outcomes as modeled by the probabilistic branching at
nodes throughout the network. In addition, recyclingof activitiesis permissible
asillustrated by theloop of nodes 18, 19, 20 and 21.

Nodes 22 and 23 are of special interest because they are terminal; node 12 is
also singled out as a milestone becauseit denotes that al preliminary reportsare
favorable, and the final phase of the project isinitiated. The GERT simulation
program isinstructed to collect statistics on these nodes, and for thisreason, spe-
cid notation is required. For example, node 12 contains the symbols 5/, L/F,
1, UF, 38, 12. It isread asfollows. First, 5/e= denotesthat 5 activities (favor-
able reports) must be completed to realize this node the first time, whiie = de-
notes that this node cannot be realized more than once. (Nodes 18, 19, 20 and
21 are nodes that can be realizedmore than once becausethey arecontainedin a
network loop; in these cases, «= is replaced by the appropriate integer 1 or 2).
The L/F symbol indicates that the time completion of the Last (fifth) activity
and the First activity are kept at this node. (Note, only the First activity com-
pletion times are collected at the other terminal nodes 22 and 23, because they
are realized assoon as the First incoming activity iscomplete)) Thelast 4 entries
indicate that on node 12, user function (UF) number 38 isused to compute at-
tribute 1 which is cumulative project costs.

The main GERT program handles project time analysisand al computer out-
puts. It contains 145 lines (FORTRAN language), 111 of which deal with data
describing the 37 network activities. Thecumulative cost anaysisisintroduced
by the User Function, which in this case is two subroutines containing 38 lines
of computer code, half of which are cost data. The User Function in thiscase
assumesthat each activity has an associated fixed setup cost, and avariablecost
that is linear in time. Other functions of time could be used by changing one
FORTRAN statement. If node 22 (no sde) is realized, the User Function ad-
ministers company policy which requires that al work on the project ishalted.
Thus, the program stops al activities o that their remaining costs are not in-
curred and reflected in the computed total project cost.



Table 10-2, Activity Descriptionsfor Sales Negotiations Network

Activity Timein hours Cost in doflars*  Proba-
No. Activity Description Digtribution Mode ~ Min Max (a (b) hility
1 Sdescdl by company salesman Beta 40
2 Sdesreport to marketing vice president Beta 10
3 Marketing vice president reports to president Beta 050
4 Preliminary engineering report Beta 400
5 Preliminary production report Constant N/A
6 Preliminary financial report Constant N/A
7 Preliminary marketing report Constant N/A
8 Preliminary purchasing report Beta 400
9 Negativeengineering report examined Constant N/A
10 Favorable engineering report examined Constant N/A
11 Production subcontracting investigated Beta 400
12 Favorable produclion report examined Constant N/A
13 Favorablefinancia report examined Constant N/A
14 Negativefinancial report examined Constant N/A
15 Favorable marketing report examined Constant N/A
16  Negative marketing report examined Congtant NIA
17  Favorable purchasing report examined Constant N/A
18 Negative purchasing report examined Constant N/A
19 Unfavorable production subcontract examined Constant N/A
20 Favorable production subcontract examined Congtant N/A
21 Corporate level planning conference Constant N/A

BeZE
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Salescd| by marketing vice president and salesman Constant NIA

Engineering (| by engineering vice president Constant N/A
Unfavorablesalescal conference Beta 180
Favorablesalescall no conference Constant N/A
Unfavorable engineering cal conference Beta 16.0
Favorable engineering call no conference Constant N/A
Marketing negotiation plan formulation Beta 400
Engineering design plan formulation Beta 1600
Corporate level strategy conference Beta 80
Negotiation conference with buying firm Beta 160
Nosale Constant N/A
Contract awarded Constant N/A
Modifications requested by buyer Constant N/A
Modification of marketing negotiation plan Beta 200
Modification of engineeringdesign plan Beta 800
Corporate meeting to reconcile modifications Beta 40

*Column (a) is thefixed cost for the activity whilecolumn {b) isthe variable cost for the activity assumed to be linear over time.
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RESULTS OF COMPUTER SIMULATION

The Q-GERT model of the industrial sales negotiation process wassimulated 500
times. Summaries of the time and cost results are presented in Figures10-5 and
10-6. Theestimates of the probability of losing a sale, node 22,is0.844, that is,
over 84 percent of the negotiations end in failure.

Looking at node 12, favorable reports received, it is seen that approximately
43 percent of the potential projects result in all five reports being favorable.
Thus, 57 percent of the sales negotiations are turned down for internal reasons.
The time estimates indicate that it takes over 38 days to decide that negotiations
should be carried beyond the internal report phase. The cost dataindicate that
it costs over $3050 when al favorable reports are obtained. Thisinformation
can be extremely useful for an analyst who is attempting to improve the saes
negotiation process, asit provides trade-off data regarding the possibility of in-
creasing the probability of favorable reports versus the time and costs required
to obtain the favorable reports. By developing aternative networks up to node
12, such trade-offs can be made. The analyst should attempt to develop proce-
dures for detecting when unfavorable reports will beissued. Possibly sequential
reporting of the engineering, production, financial, marketing and purchasing re-
ports should be made. Since engineering and marketing have the highest prob-
ability of issuing a negative report, possibly these two activities should be per-
formed prior to the other reports. If thisisdone, the time required to reach the
decision with regard to the preliminary reports will be extended.

The summary statistics for alost sde indicate that it takes62 dayson the av-
erage to make this determination. Since node 22 can be reached from many
points in the network, this time should have awide variability whichisthe case
as indicated by itsstandard deviation of 56.4 and its range of 23 to 288. The av-
erage cost associated with alost sde is$4944. Thisindicates that when the proj-
ect fails more money is expended in obtaining favorable reports than is put into
the negotiation effort after the reports are obtained. When the project succeeds,
which occurs only 15.6 percent of the time, the negotiation process takes a
lengthy 182 days and costs on the average $11,947. Other statistical quantities
concerning the time and cost when the negotiation is successful are shown in
Figures10-5 and 10-6.

The time and cost histograms associated with node 22, lost sale, are presented
in Figure 10-7. These histograms illustrate that the distribution function as
sociated with node 22 has discrete breaks due to the different paths that can
be used to reach node 22. For example, failed reports occurred on 283 runs.
(@ - .434) X 500 = 283). The histogram for node 22 shows 283 valuesin the
range 20 to 50; hence, thiscluster of valuesis associated with failed reports. The
other valuesin the histogram for node 22 are for the times when alost sde oc-
curred after favorable reports were received.
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Figure 10-6 Summary report for costs associated with sales negotiation model.
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Figura 10-7 Histograms of times and costs associated with unsuccessful sales negotiation.

Histograms for the time and costs associated with a successful sales negotia-
tion were also developed, but are not presented here. These histograms could be
used to monitor company time and cost data associated with successful saes
negotiations. They would indicate that over 20 percent of the time, the total
sales negotiation cost will be greater than $14,000. Thus, we can expect 1 time
out of 5 to have this high cost, given that the sales negotiation pattern follows
the one described by the Q-CERT model. By making such comparisons, the
company can maintain some control over the costsinvolved in their sales nego-
tiations activities.

SUMMARY DISCUSSION OF GERT

The above exampleisillustrative of the use of GERT in project management. In
this case, the probability outputs in Figure 10-5 could have been computed
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analyticaly using the basiclawsof probability. However, thisis not true for the
time and cost statisticsin Figures 10-6 and 10-7. In a more complex hardware
development project by Mader'?, it was found to be difficult to intuitively pre-
dict even the direction of the effect on time and costs of policy changesin a
project plan. One changeled to areduction in both time and cost. GERT simu-
lation is particularly useful in such cases.

Some 13 years have passed since the previous edition of this book in 1970.
At that time it wasexpected that GERT would prove to be a useful tool in proj-
ect management. Theliterature of the 70s attests to the validity of thisforecast.
For example, Vanston!® used GERT to analyze the effects of variousfunding
and administrative strategieson nuclear fusion power plant development. Halpin’
used GERT to investigate the use of simulation networksfor modeling construc-
tion operations. Another important application in thisarea (see reference 5) in-
volved risk analysisof the construction schedule of the Alaskan pipeline. Theef-
fects of weather conditions on construction activities was modeled within the
Q-GERT framework to estimate the distribution of both project timeand costs
performance. Many other applications could be cited.

It has been pointed out above that PERT network logic is a subset of GERT
logic. Hence, the latter can be used to simulate PERT networks to obtain the
probability distribution of project duration and activity criticality indices. At
present, this application would require separate computer runs to produce a
GERT simulation output and a conventiona PERT output. A number of re-
searchers (Wolfe2® and Hebert®) are developing programsto produce both these
outputsfrom a singlecomputer run. When the objective isboth project planning
and control, thisis the desired mode of operation and the development of such
programs should provide a marked increase in the use of GERT in this area of
application.

The most recent development in this area of stochastic networks by Moeller
and Digman!', has been called VERT, the acronym for Venture Evaluation and
Review Technique. It is a computer-based mathematical simulation network
technique designed to systematically assess the risksinvolved in undertaking a
new venture and in resource planning, control monitoring and overall evaluation
of ongoing projects, programsand systems. |t involveseven more User Function
types of interaction than GERT, and is perhapsa logical evolution to embrace
the somewhat elusive third parameter of the time/cost/quality of performance
triumvirate.
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EXERCISES

Construct a table containing a list of criteria that you feel could be used to
measure the utility of networking schemes. On the other axislist al the net-
working and project charting schemesyou are familiar with, including hybrid
forms of bar charts, milestone charts: or others. Then assign arank or other
value score to each scheme and criterion and summarize the score of each
scheme. Which scheme received the highest score?

. Compare the results of your scoring in the exercise above with those of other
students and, if practical, with the opinions of persons experienced with a
variety of networking schemes. Asaresult of these comparisons, comment
on whether it is practical to evaluate networking schemes on atechnical, ob-
jective basis.

. The techniques of resource allocation (Chapter 7) are applicable to certain
types of job-shop scheduling problems, especially where the sequence of jobs
isfixed and the problems are reduced to questions of the loading of certain
facilities or pools of resources and the avoidance of project (or job) delays.
Discuss how generalized network concepts may provide solution methodsto
awider classof job-scheduling problems.

. Draw a GERT network for the following procedure used by a university
patent committee.
1. Inventor submitsinvention to patent committee.
2. Above(1)initiates two concurrent activities:
2.1. Technical or commercia reviewsby experts; and
2.2. Legd review of inventor's patent liability to contractors and
university.
3. Study of legal and technical reviews.
4. Thestudy in (3) leadsto
4.1. Favorable evaluation, or
4.2. Unfavorable evaluation
5. Favorable evaluation in 4.1 leadsto
5.1. Submission of invention to university patent attorney; or
5.2. Submission of invention to outside patent corporation.
6. Activity 5.1 leadsto
6.1. University marketing of patent; or
6.2. University dropsinvention because of lack of patent protection.
7. Activity 5.2 leadsto
7.1. Outside patent corporation rejectsinvention; or
7.2. Outside patent corporation seeks patent.
8. Activity 7.1 leadsto
8.1. Resubmission by university patent committee of patent to outside
patent corporation for reconsideration; or
8.2. University dropsinvention.
9. Activity 7.2 leadsto
9.1. Patent denied so university dropsinvention;or
9.2. Patent acquired so outside patent corporation markets patent.
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10. Unfavorable evaluation in 4.2 leadsto
10.1. Submission of invention to outside patent corporation; or
10.2. University dropsinvention.

5. Draw a GERT network for agenera R&D process which includes the follow-
ing activities or nodes. start project; problem definition; research activity;
evaluate solutions; solution unacceptable more research; solution unaccept-
able redefine problem; project washout; develop prototype; redevelop proto-
type; solution implementation; project successful completion.

6. Consider drawing a GERT network for an embellishment of Problem 5. Sup-
pose there are 4 projects and two research teams. Team 1 isto start on proj-
ect 1, and team 2 on project 4. When a team completes a project (for any
reason), it immediately moves on to aproject that has not yet started. Team
1 is awaysto select the lowest project number available, while team 2 selects
the highest project number available. The simulation is to continue until all
4 projects are complete. Note, at the end of the simulation period, one team
will beidle, rather than helping the other team that is still working.



COMPUTER PROCESSING

In Chapter 4, manual methods of making the basic critical path scheduling com-
putations were presented. This chapter will describe how the samecomputations
can be made by computers. The computer programsfor CPM and PERT compu-
tations are available to anyone who has access to amost any genera purpose
business computer (including so-called minicomputers and microcomputers).

The treatment in this chapter begins with what the typical critical path soft-
ware is and how one can make use of it. The actual software that one may find
will vary somewhat in capacity, speed, features provided, and even sometimesin
the computational results. Consequently, this text does not attempt to explain
how each available program works. Rather, it is a treatment of how they all
work in general, and what to look for in the way of comparative features.

The basic critical path scheduling computations are emphasized in this chap-
ter. The roles of the computer in the more advanced topicsare mentioned here
but are covered more fully in the appropriate chapters.

ADVANTAGES OF COMPUTERS

Computer processing of networks offers several advantagesover manual calcula
tions. Among these are:

1. The project activities can be easily sorted and listed in a variety of useful
ways, such as by float (critical path listing), by early or late start dates
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(showing what needs to be done next), by responsibility codes (providing
lists for each supervisor or subcontractor), by activity numbers, and by
other keys or combinations of keys. These sorted lists help simplify the
management tasks.

. Once the network is stored in the computer the project schedule can be

easily updated, providing new listingsbased on actual progress on the proj-
ect or changesin estimates. Thisisakey advantagein makingcritical path
methods useful throughout a project's life cycle.

. Certain analyses that go beyond the basic schedule calculations, such as

time-cost trade-offs (Chapter 8), resource alocation (Chapter 7), and cost
control (Chapter 5) are really practical only with the aid of computer
programs.

In spite of these advantages, however, a computer iscertainly not required or
necessarily desired for dl critical path applications. Computer processing does
involve extra time and cost to transfer the network into a computer input for-
mat, and in many cases the extra cost is not justified. In other casesasuitable
computer issimply not available.

WHEN A COMPUTER IS NEEDED

In deciding whether to process a particular network by manual calculations or
by computer, the followingfactors should be considered:

1.

Network size. The larger the network, of course, the more likely that
computer processing will be needed. However, there isno specific number
of activities that would cdl for a computer, due to the influence of the
other factorslisted below.

. Computer avaifability. Both a suitable computer and adequate critical

path software must be available at a reasonable cost.

. Expected frequency of updating. If the network is primarily a planning

tool and is not likely to be revised and updated throughout the project,
computer processing may not be worthwhile, evenif the network islarge.

. Desired outpur ligings.  If printed listingsof the network activitiesare de-

sired, selected, and sorted by float, responsibility, start dates, activity num-
bers, etc., and if theselistsare desired for each updating calculation on the
project, then computer processingis the most practical answer.

. Advanced analyses. In most cases computers and the appropriate soft-

ware are required for time-cost trade-off, resource allocation, PERT statis-
tistics, and cost control analyses.

. Network format. When the precedence network format is used, manual

calculations of the basic schedule are complex, making the use of com-
puter processing decidely advantageous.
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Each potential user must consider these factorsin relation to his project and
the particular program available. A few hypothetical examplesof such consider-
ations are given below. Theseexamplesare not offered asfirm guidelinesfor the
types of situations described, but rather asindications of the considerations that
should influence the decision of whether or not to use a computer.

CASE 1.

CASE 2.

CASE 3.

CASE 4.

Heart Surgery. A network of 75 activities has been prepared for the
purpose of planning a complex surgical operation. The network will
not be used after the plan hasbeen worked out. Recommendation: In
this case a manual computation and a time-scaled network would be
the best means of working out a well-coordinated plan.

Promotional Campaign. A project to introduce a new consumer prod-
uct involves about advertising, manufacturing, distribution, and
sdes activities. The network isto be used for initial planning and coor-
dination throughout the six-month project in order to assure proper
timing of each phase. All the supervisorshave had a short course in
CPM. Management intends to update the network twice amonth and
distribute copies of the results to each of the key supervisorsinvolved.
Recommendation: In this case thefrequency of updating indicates that
computer processing would be faster and more economical than man-
ual updating. Also, the computer can sort the output by responsibil-
ity, so that each supervisor can get an extracted report on only his
activities.

Congtruction of a Large Building in aRemote Location. A five-story
building isto be constructed in a small city where no critica path com-
puter program isavailable. The local contractor isinterested in apply-
ing CAM in planning the project, though, because this will be his first
multi-story building project. The first draft of his network contained
270 activities. Recommendation: The manual computation of this net-
work will be well worthwhile, perhaps saving the contractor a great
deal of cost and confusion over the re-use of concrete forms, the phas-
ing of carpentry, steel, electrical, and other trades, and by helping to
solve other problems of coordinating multi-story construction that he
has not yet experienced. (See aso Exercise?.)

New Plant Starr-Up. This project includes construction of a plant,
delivery and installation of machinery, recruiting and training a new
labor force, and starting production. The key supervisorsfor the con-
tractor, machinery suppliers, training and production departments have
had no CPM training, and management considersit impractical to un-
dertake such training at thistime. The project manager's network con-
tains 210 activities, and heintends to use it for schedule control during
the project. A good CPM program isavailable. Recommendation: The
pros and cons of using a computer in this case are not strong either
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way. The computer reports may be confusing and useless to supervi-
sors not trained in how to read them. On the other hand, experience
has shown that machinery suppliers and subcontractors tend to place
greater effort on schedule control when the customer shows them
periodic computer reports indicating that they will delay the project
unless certain tasks are completed by certain dates. Here the psycho-
logical factors are more significant than the time or costs of process

ing. The decision could go either way, depending on the individuals
involved.

COMPUTER SOFTWARE

The term computer software refers to the recorded instructions or programs
necessary to make acomputer perform the functionsdesired, including the read-
ing of input data, testing for errors, calculating, sorting and printing out reports,
etc.

We shall use the term critical path software to describe the computer pro-
gramsthat perform at least the basicforward pass, backward pass and float com-
putations associated with CPM or PERT networks. Usualy the software isa se-
ries of programs(or software package) designedto operate on a particular model
of computer but will accept any network data, provided the network data follow
certain rulesand do not exceed the capacity of the software. Thusnew software
does not haveto be developedfor each network.

The software isusually stored on a magnetic disk or tape.

Each software package has a booklet of instructions for the user, explaining
how to prepare the network data for input, how to select various processing op-
tions, and how to read the output reports. By following these instructions care-
fully one can trandate a network into the required input format and let the com-
puter do al the critical path processing.

After the initial computation has been made, the computer may store the
user's network on a magnetic tape or disk to await updating computations. A
schematic diagram of these operationsisgivenin Figure 11-1. At the time of up-
dating, the user providesinput data on the progressof the project and changesin
the network. These dataare then processed against theinitial network the com-
puter has stored. A schematic diagram of this updating function is shown in
Figure11-2.

INPUT FOR INITIAL COMPUTATION

To illustrate how a typica critical path software package may be used, let us
take the market survey network in Figure 11-3 and prepareit for computer pro-
cessing. (In this case we will be employing the arrow scheme of networking. In-
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Figure 11-1  Schematic flow diagram of initial CPMprocessing.
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Figure 11-2  Schematic flow diagram of updating computation.
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Plan A . . Conduct Analyze

questionnaire

Figure 11-3 Network of survey project.

put procedures for networks in the node and precedence diagramming formats
aredifferent. Each software package containsinstructionsfor input.)

Most input forms for arrow-scheme networks are similar to that shown in
Figure 11-4. Data related to an activity is entered in one row of thisform.
The column labeled ""pred™ isfor the predecessor event number of the activity,
and "*succ™ is for the successor event number. The column labeled™t" isfor the
activity time estimate. (PERT input forms have columns for three time esti-
mates.) The description column usually accepts a certain number of alphabetic
or numeric characters, which are used to describethe activity.

COMPUTER INPUT FORM

PRED SUCC t DESCRIPTION
2 3 5 HIRE PERSONNEL
1 2 3 PLAN SURVEY
2 4 10 DESIGN QUESTIONNAIRE
4 3 0 DUMMY
6 5 0 DUMMY
4 5 4 SELECT HOUSEHOLDS
5 7 15 CONDUCT SURVEY
7 8 5 ANALYZE RESULTS
4 6 5 PRINT QUSS QUESTIONNAIRES
3 5 7 TRAIN PERSONNEL

Figure 11-4  Basic input for critical path computer programs.
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The way the form is filled out illustrates one of the rules that must be fol-
lowed: al dummies must be entered into the form just asdl other activities, ex-
cept that dummies carry zero time estimates. The description " dummy™* isop-
tional. Note dso that the activities are entered in the form in random order,
which is permissible. (We have aso assumed that the program to be used will
accept events numbered at random; otherwise numbers 3 and 4 in the network
would have to be reversed.) Other common rulesof input are that each activity
must be entered, and no activity may be entered twice. Programs that have
scheduled date, caendar date, cost control, and other features have additional
columnsin the input formsfor certain necessary data for these features.

After theform has beenfilled out and double-checked for errorsor omissions,
the form is given to a keyboard operator who transfers the information onto a
computer input medium such as a magnetic disk, tape, or punched cards. The
input medium is also checked for errors and then is fed into the computer sys
tem for processing.

In addition to the dataon each activity, one must also provide certain general
information and parameters for the network as awhole. These data would nor-
mally include the name of the network, whether the initial or updating computa
tion is desired, and such other data as required by the options of the program.
For example, programshaving calendar dating capability normally would require
that the network datainclude:

1. the network start date,

2. the network target completion date,

3. whether a5-, 6-, or 7-day week isto be assumed, and
4. which holidaysare to be included.

The regquirements for such data and their input format vary with each program,
therefore they are not illustrated here.

OUTPUT FOR INITIAL COMPUTATION

The basic output report containsthe same information asgiven by manua meth-
ods. The typical format is shown in Figure11-5. Notethat thefirst four fields
contain the input data for each activity. The remaining fields provide the com-
puted results for each activity. Inthisexamplethetimesare expressed in units,
the unit being defined by the user. In most programs one may elect to obtain
the output timesin theform of calendar dates.

Note also that the output in Figure 11-5 isnow in a particular order, although
the activities were put in at random. The order here is by float or slack, from
the lowest to the highest. This ""dack sort'" is one of the most commonly re-
quested sorts of the output, because it lists the most critical activitiesfirst, and
thuseasily identifies the critical path, or paths.
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MARKET SURVEY PROJECT INITIAL SCHEDULE
DESCRIPTION ES LS EF LF §
PLAN SURVEY 0 0 3 3 0
DESIGN QUESTIONNAIRE 3 3 18 13 0
DUMMY

TRAIN PERSONNEL
CONDUCT SURVEY
ANALYZE RESULTS
PRINT QUESTIONNAIRE
DUMMY

SELECT HOUSEHOLDS
HIRE PERSONNEL

NROANTWANR =
WO oNUwApG
=
mpommmwo'@‘w%

Figure 11-56  Basic computer output report.

INPUT FOR UPDATING

To update a critical path schedule after the project has begun and progress has
been made, the computer programsmay call for the following typesof data:

Beginningdate for activitiesthat have begun.

Finish datefor activitiesthat have been completed.

. New data for activitiesthat have been changed.

Complete data for activitiesthat have been added to the network.
Identification of activitiesthat have been deleted from the network.

gEwNE

Most updating programs utilize only start and finish dates of activities, a-
though afew will accept a'* percent completion™ figure.

For changed activities, normally only the changed field must be entered. This
will usually be the time estimate or the description. The / and Jnumbers may
not be changed, except by deleting the activity and adding a new one with the
new numbers. Thel and./ numbers are the keysto identification of each activ-
ity in thecomputer files.

Care must be taken in deleting activities, to insure that errors or gapsare not
created in the network. If activity 4-3 in the sample network were deleted the
computer would accept the input and processit, although the result would be
different than when 4-3 isincluded. However, if activity 3-5 were deleted (and
not replaced by one or more other activities) the network would have more than
one terminal event; some programswould halt on this condition.

In addition to the above data for the activities, updating input must include
some general project information asin theinput for theinitial computation. An
important fact for the updating run is the effective or "' cut-off" date of the re-
port. Somecomputationswill involvethe effective date. Alsothe effective date
serves as the basisfor certain error checks. For example, areported actual date
(for the start or finish of an activity) may not belater than the effective date.
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Actual Actual
Activity Start Date Finish Date Change
2
12

Change time estimate
to 10 days.

Figure 11-8  Progress on survey project as of the end of the twelfth day.

Update

| J DUR DESCRIPTION Code Date
1 2 1 0
1 2 2 2
2 4 1 2
2 4 2 12
4 6 1 12
3 5 10 3

Figure 11-7 Input for updatingcomputation.

To illustrate how typical updating data are entered, consider the survey proj-
ect of Figure 11-3. Assume that at the end of day 12 progresshas been made
according to the information in Figure 11-6.

Assume that no other progress dates or changes have been recorded as of the
end of day 12. These updating data may be entered on the program input form
asshown in Figure 11-7. The key to the " Update Code" isasfollows: 1 = start
date; 2 = finish date; 3=change. Note that only the activities that are actually
involved in the updating are entered on the form.

It is emphasized that these procedures are presented only as representative
of how some programs handle initial and updating information. The particular
program that a user may obtain will probably differ from these examplesin a
variety of ways. Thisisespecially true of the updating function. Consequently,
the user must carefully study the instruction manual provided with the program
to be used.

OUTPUT FOR UPDATED SCHEDULE

To illustrate how updating input may be handled by a computer program, let us
assume that day 40 is the established target date for completion of the market
survey project, and that the computer program Wl make its backward pass from
this target date in each updating run. (Some programshave this feature, others
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MARKET SURVEY PROJECT EFFECTIVE DATE: 12
Est Act

I J Dur Dur Description ES LS EF LF F
1 2 3 2 PLAN SURVEY STARTED 0 FINISHED 2

2 4 10 10 DESIGN QUESTIONNAIRE STARTED 2 FINISHED 12

2 3 5 HIRE PERSONNEL 13 5 18 10 -8
3 5 10 TRAIN PERSONNEL 18 10 28 20 8
5 7 15 CONDUCT SURVEY 28 20 43 35 -8
7 8 5 ANALYZE RESULTS 43 35 48 40 -8
4 5 4 SELECT HOUSEHOLDS 13 16 17 20 3
4 6 5 PRINT QUESTIONNAIRE STARTED 12 17 20 3

Figure 11-8 Update deport.

do not.) Under these conditions the computer output should be basicaly as
shownin Figure 11-8.

The format of the updated report in Figure 11-8 isdifferent from that of the
initial report shown in Figure 11-5. The actual duration ("ACT DUR') now ap-
pears for the activities that have been completed. Thisfigure is simply the dif-
ference between the reported start and finish dates, which are shown under
the LS and LF' columns, respectively. The preceding words "*STARTED" and
"FINISHED" indicate that the dates that follow are the actual reported dates
rather than the computed L Sand L F dates. Note also that the finished activities
no longer show afloat figure, and arelisted first in the float sort.

The next four activities form the critical path, which has changed since the
initial computation. The dummy activities have been automatically deleted
from this report because they no longer play a rolein the baance of the net-
work. That is, the activities preceding the dummies have been completed, re-
moving the precedence-constraint purpose of the dummies. (Some programs
continue to list the dummies anyway. Other programsoffer the user the option
of omitting all dummiesand completed activities from update reports.)

The update report, sorted by float, providesa straightforward statement of the
project status. One sees at aglance which activitiesare completed and, of those
that remain, which are most critical. The fact that the project iseight days be-
hind schedule is dso immediately apparent. The cause of thelate condition can
be discovered by looking at the recordsfor activities preceding the current criti-
ca path and the initia activity on the critical path. The reader will see that ac-
tivity 1-2 started on time and finished aday early. However, activity 2-3, which
begins the new critical path, did not start asearly asit could have. Infact, asof
day 12 it till has not been reported started, meaning that it cannot start until
day 13 at the earliest, which is 10 days after the ES and 5 days after the LS
time. Furthermore, the estimated duration of activity 3-5 has been changed
from 7 to 10 days. For these two reasons, then, the expected completion date
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Table 11-1.  Optional Output Sequences (‘Sorts™)

Sort Key Application
Activity Number Enables quick location of information about indi-
(I-Jor node numbers) vidual activities. Useful in cross-referencing the

graphic network with the computer output and for
error-checking.

Float (or "Total Slack™™) Organizes the activities into paths, with the most
critical pathslisted first. (Figure 11-8)

ES Provides a chronological listing according to Early
Start time of each activity, thus offering aform of
"tickler file'* by date. Late Start or any other
computed date may be used instead of ES.

Responsibility Code Each activity may be assigned a code representing
the person, agency or subcontractor responsible for
it. A sort on this code groups the activities by such
responsibilities, providing a convenient report for
subcontractorsand others.

Designated Key Events or Activities Provides a summary report for top management.

of the project is now day 48 instead of the desired day 40. The total float has
gone from theinitia vaue of zero to -8, or 8 dayshbehind schedule.

The float sort is not the only useful sequence of the output. For large net-
works an I-J sort is useful for quickly locating data on particular activities. A
sort by one of the date columnscan aso be of value. For example, a sort by the
L Fcolumn provides alist in chronological order, with the activities that should
be finished first listed at the top. All of these sort optionsand others are usually
available through simple sort key codes that can be specified by the user. Most
users will specify two or three different sorts for each update report. A sum-
mary of some of the more useful sortsisgivenin Table 11-1.

PRECEDENCE METHOD

As mentioned earlier, this chapter employs only the arrow scheme to illustrate
computer input and output. For an example of computer reportsunder prece-
dence diagramming, see Chapter 4, Figures4-13, 4-14, 4-17, and 4-18.

HOW TO FIND COMPUTER SERVICES

The availability of computer services is a twofold question; first, is a computer
available, and second, is an adequate critical path program available for that
computer? Organizations not possessing a computer may survey their city or
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nearby cities for computer installations that rent time on the equipment. The
local representatives of the computer manufacturersare good sourcesfor thisin-
formation. Rental time is offered by many banksand industrial firms aswell as
computer service companies, and such servicesare often found in relatively small
cities and towns. With the recent advancesin mini- and microcomputers it has
become possible to purchase one with critical path software for only two or
three thousand dollars.

Having determined what equipment is available, one should determine next
whether a suitable critical path programisavailablefor that equipment. The or-
ganization operating the computer may have a suitable program in itslibrary, the
manufacturer may be able to supply one, or it may be necessary to seek apro-
gram from other sources. The appendix to this chapter lists a number of CPM
and PERT programs available to the public. These programsdiffer significantly
in a variety of ways, however, and the differences are worthy of close attention
by the potential user.

Computer software companies are also good sources to investigate, since a
number of them offer CPM software packagesfor sale. Purchasing a packageis
worthwhile if () it isexpected that the package will be used often, (b) the pack-
age makes it possible to utilize the user's in-house computer, and (c) the package
has valuable features not otherwise available.

It is also possible to obtain network computational service on atime-shared
basis. The user providesthe input through arented or purchased terminal. The
input is transmitted over telephonelinesto alarge computer at some other loca
tion, perhapsin another city, or via satellite to another country. The computer
processes the input immediately, while it issimultaneously processinganumber
of other jobs for other users. The critical path output comes directly back to
the user's terminal.

In any case, it isimportant to obtain and study the user'smanual that ispub-
lished for each available program. The manua describes the characteristics of
the software and how to provide input for it. When attempting to use software
for the first time, it is a good idea to test the published procedures with a small
network such asthe one in Figure 11-3. In thisway one can verify the results by
hand computation and also check the logic on updating, calendar dating, etc.

COMPARATIVE FEATURES

In order to summarize the advantages and disadvantagesof variouscritical path
programs (the reader is reminded that the term critical path programs or soft-
ware as used in this chapter refers to programsfor CPM, PERT, and similar net-
work methods), certain key featuresarelisted below and commented upon.

The features discussed are by no means exhaustive of the points on which
critical path programs differ. They are among the most significant, however, to
the average potential user.
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1. Arow vs. Node Format. It is necessary that the network and the soft-
ware be consistent in the use of either the arrow or the node network format.
Thus, the available software might dictate which network format is to be used.
An increasing number of software packages now will accommodate either the
arrow or node format, or the more advanced precedence scheme.

If the user has aready drawn a network in the arrow format and then finds
that the only available software requires the node format, the network can be
redrawn into the node format. Conversionfrom arrow to node isrelatively easy.
Conversion from node to arrow, however, may not be so easy unlessthe user is
familiar with the pitfalls of arrow networking, such asthe creation of false de-
pendencies. (See "' Common Ritfals'" Chapter 2)

2. Event Numbering. A few of the oldest CPM programsrequire that events
be numbered in ascending order, that is, each activity's successor event number
must be larger than its predecessor event number. Thisisasevererestriction, for
it inhibits the flexibility of the network and causes event-number bookkeeping
problems. Most programsnow permit random numbering of events(or activities
in the node format), provided that no two nodes or activities receive identical
numbers.

3. Capacity. The capacity of critical path programsis usually expressed in
terms of the number of activitiespermitted. Capacitiesvary from afew hundred
to at least 500,000 activities.

If a network exceeds the capacity of the program, itisnot usually practical to
divide the network into parts for separate computation. The interaction of for-
ward and backward passesaong all paths can make such subdivision highly com-
plex. A better approach isto condense the network, asexplained in Chapter 3.
(See al'so Network Condensation, feature No. 12 below.)

4. Calendar Dates. Many programs have a calendar dating option, which will
provide all output dates in the form of 02/03/85 or 03FEB85. Tousethisop-
tion the user needs only to input the base starting date for the first event in the
project. A few other optionsare sometimes available, such as whether the calen-
dar computation is to be based on 5-, 6-, or 7-day weeks, and whether there are
holidays. The calendar dating option is highly desirable, although some indus:
trial projects are scheduled by hours and would not use calendar dates. Some
programs assumethat start dates refer t o the beginning of the day given, whereas
finish dates are assumed to be at the end of the day given. This convention is
logical and presents no problem aslong asall the usersare aware of it.

5. Scheduled Dates. Most programs will accept scheduled dates assigned to
the terminal events in the network, and backward passes are made from these
scheduled dates, rather than merely **turning around™ on the terminal event's
earliest expected date as computed in the forward pass. The acceptance of
scheduled dates means that the slack figures will be related to the scheduled
dates, and the critical path may have positive, zero, or negativefloat. (The criti-
cal path isdefined asthe path of least float.) Without this feature, one must pez-
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form hand or mental computations to determine the relationship of the ex-
pected completion date and the scheduled date.

In some programs scheduled dates are permitted at any intermediate event. In
such programsthe float computation isbased on either the scheduled date or the
computed latest allowed date, whichever is more constraining (earliest). This
computation can result in a discontinuous critical path, i.e., onethat may begin
in the middle of anetwork.

Projects may indeed have more than one starting point and/or more than one
objective, asdiscussed in Chapter 4. Where thisis the case, the computationsare
inconvenient and sometimes incorrect if al the dangling™” eventsare artificially
brought together to singleinitial and terminal events, which isa patch-up proce-
dure sometimes used.

6. Multiplelnitial and Terrninal Events. Somecritica path programsrequire
that networks have only one initial event and only one terminal event. Other
programs permit multiple initial and terminal events, which is advantageousfor
the situations described above. Also, if it is desired to merge two or more par-
ald projects for a single critical path computation, the multiple initial and ter-
minal event capability greatly simplifiesthe mechanics of the procedure.

7. Error Detection. Critical path programsvary widely in their capability to
detect and diagnose network errorsand inconsistenciessuch asloops, nonunique
activities, improper time estimates, and excessive terminal events. Most pro-
grams will not only detect loops and stop, but will print out the event numbers
in theloop. This greatly aids in the manual search for the network or input
error, which is usualy two different events with the samenumber. Other types
of error are less difficult to detect by programmed routines, and thus most pro-
gramswill provide adequate detection and diagnosis.

8. Output Sorts. The way in which critical path output data are sequenced,
or sorted, affects the utility of the report as a management tool. A list of the
most useful sorts and their applicationsis given in Table 11-1. Most software
offersall of these optionsand others.

Some programs also offer options to sort on major and minor keys, such as
"ESwithinfloat" (or float major, ESminor key).

9. Report Generator. Although most programs provide their output in a
certain fixed format, some programs permit a high degree of flexibility in for-
mat. By means of "'report generator'' routines, the user may select which infor-
mation (from alist of 20 to 30 availablefieldsof data) is desired and may spec-
ify the columnar sequence of the fields. Thus, the user can tailor the reportsto
particular needs, eliminating all undesired data. (See Figures11-9 and 11-10.)

10. Graphical Output. In order to provide readable summaries for manage-
ment, it isoften desirableto convert tabular datainto graphica formats. Graph-
ical outputs of various kinds have become increasingly popular featuresof criti-
ca path software. Theseinclude bar charts, resource requirement distributions,
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Figure 11-98 Result of input specification shown in Figure 11-9A is a report with critical path {zero float in thiscase) activities listed first.

lllustrations of PAC 1TM

Report Writer courtesy of International Systems, !nc., King of Prussia, Pennsylvania.

vin



353

"o} 40 pua e no
-AB| JeuwinjoD 210N “ajdwexa syl uj paleslsny|| st ebexoed alem1j0s 13114M L10da) B JO SUB3LW AQ 1JBYD JIUBD) B JO UOREDI08AS  wOL-1] eanbiy



PRINT SHOWING 'PHASE' 'ACTIVITY' 'RESOURCE' 'PROJ FINISH DATE'
'REVD FINISH DATE' 'CALENDAR'
SORTED 'PROJECT'.

SELECT EF 'RECORD' = "7".

EJECT PACE ON 'PROJECT'.

TITLE SHOWING ""PROJECT DESCRIPTION® 'PROJECT DESC' **PROJECT'' 'PROJECT'.
GANTT CHART FROM " 100182" TO " 033183' SHOWING 'PROJ FINISH DATET
RELATIVE Y0 'REWD FINISH DATE' USING I TTFRALS "+-% mmu

"ocT NOY DEC N FEB

"1 1 1 1 1 1 1 "

PROJECT DESCRIPTION VERY IMPORTANT PROJECT PROJECT PROJ 300

ACTI RES PROJECTED REVISED ocy NQY DEC JAN FEB MAR
PH VITY D FINISH FINISH 1 1 1 1 1 1
0018  JAN 10/08,82 10/08/82 -
0020 DOT 11/15,82 11,23/82 ttt
0030 ART 10/15/82 10415782

5N

0040 KEN  11/15/82 12401782 Frred
0050 BEN  12/07/82 12706782
0060 DOT  11/09,82 12708782 e e e

0080 DOT 12/14/82 12/16/82 +4

NN NN NN R R R

0100 PAT 03/18/83 02/04/83 -

Figure 11-10B  Gantt chart resulting from entry in Figure 11-TDA shows first the edited in
signs denote activities with positive float, minus signs for negative float. Illustrations of PAC Il

King of Prussia, Pennsylvania.

0070 ART 02710783 12,302 == ==-=- —-

0090 JAN 035704783 orr21,8%  memmemeee——-
0058 KEN 02/17/83 oi/07/83  smmmmseeme——ee

APR

DATE 04/22/81

t instructions then the chart.
system courtesy International Systems, Inc.,

PAGE

3

Note that plus



Computer Processing 355

and even the network diagramsthemselves. The charting devices used include
the standard line printer on most computers, the CRT display screen, and con-
tinuous line plotters. For illustrations of afew of the graphic outputsavailable,
see Figures 11-10 through 11-15.

11. Updating. A good software package will providefor updating by excep-
tion. The original network isstored on disk or tape, and progressreports are in-
put to update and revise the network and schedule projections. Theinput trans-
actions should consist only of changesin the network and actual progress, such
as the activity start and completion dates since the last update asillustrated ear-
lier in this chapter. The entire network need not be input again.

However, there are significant differences in how the updating function is
handled among the available programs. For example, some programs permit
only the input of finish dates of activities; the start dates are ignored. This
means that if an activity has started late and is not yet finished, the late condi-
tion will not be recognized by the program, and the output will be incorrect to
that extent. Also, if only finish dates are accepted, it isnot possibleto compute
and record the actual duration of each activity for comparison with the esti-
mated duration.

A similar but more serious error isto assumethat, on a path having had some
progress dates reported, the next unreported event date on the path will occur at
its earliest time (ES or EF), regardless of the effective date of the input. To
understand the effect of thisassumption, review the market survey network and
the sample progressreport in Figures11-6 and 11-8. Activity 2-3 is pertinent,
for it has not started as of the reporting date, day 12. The correct handling of
this condition is to compare the ES for the activity with the reporting date, and
take the larger of the two as the basis for beginning the forward pass. If the re-
port date islarger, one day may be added. Thus, since 2-3 had not started by
the end of day 12, the earliest that it could now start isday 13. Therefore, the
correct £8 for 2-3 is 13, the E Fbecomes 18, and the project completion dateis
extended.

By the incorrect procedure, the ESfor 2-3 would be assumed to be 2 (which
isimpossible since day 2 isnow ten daysago), the EF would become 7, and this
path of the project would apparently be a day ahead of schedule. Incorrect re-
sults of this type have caused misunderstanding and confusion for many users.
Programsusing thisincorrect procedure should be avoided.

12. Network Condensation. Routines have been developed which in effect
condense large networksinto smaller ones. One such procedure involves three
phases. (a) the condensation of large, detailed networksinto smaller ones, (b)
the integration of two or more condensed networks, and (c) the expansion of
the condensed and integrated networks back into large, separate, detailed net-
works. The condensation phase involves the determination of the longest path
between each sequential pair of preselected key eventsin the detailed network.
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PROJECT/2
GRAPHIC REPORT WRITER

RESOURCE 110.00 - LABORERS

WEEKLY RESOURCE

WEEKLY RESOURCE USAGE CUMULAT LYE RESOURCE USAGE
MANDAYS PERCENT
74 LABORERS " LABORERS
A MANDAYE RESOURCE 11000 " HARDAYS  RESOURCE 11000
A TARG SCH 1 ES . TARG SCH 1 Es COM
- LABORERS L ] ® | ABORERS
8 MANDAYS RESDURCE 11000 MANDAYS ESOURCE 11008
5 RES SCH 1 - RES SE€H 1 Cum

Figure11-12 Example of computerproduced graphic report of reswrce utilization, this
one showing both weekly and cumulative figures for the resourceundert wo different proj-
ect schedules. Courtesy Project Software & Development, Inc., Cambridge, Massachusetts.

The result of thisphaseisa network consisting of the key events only, which are
connected by singleactivitiesinstead of groupsof activities.

In the integration phase the computer processes two or more condensed net-
works as though they were a single network, each condensed network having one
or more common events (interfaces) with another network. The results of this
process are new earliest and latest times for each key event. The expansion
phase, then, utilizes the new restraints on the interface events to compute new
schedulesfor al activitiesin the detailed networks. The output of the expansion
phase isin the same format as the output for the original detailed network, but
the earliest and latest times and slack figures reflect the new restraintsimposed
on theinterfaces. Hence, this network condensation-integration-expansion pro-
cedure provides extraordinary capacity for processing the largest networks and
groups of networks. It aso aidsin the preparation of summarized reports for
management.

13. Statistical Analysis. Originaly the controversy of the threetime esti-
mate probabilistic approach versus the single-estimate deterministic approach to
critical path computations provided a clear distinction between PERT and CPM.
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Figure 11-13A Capabilities of graphics plotters are illustrated in this example of a resource
loading histogram for a project utilizing carpenters. Original report is in four colors.
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Figure 11-13B  After the software has scheduledthe project within the resource constraint,
the resulting histogram displays the extended project duration and the new monthly require-
ments for carpenters. lllustrations of ARTEMIS system courtesy of Metier Management
Systems, Inc., Houston, Texas.
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While the distinction still exists among many critical path specidistsand ismain-
tained in this text, the two terms have been used loosely in practice and are no
longer mutually exclusive. For example, some programs permit three time esti-
mates in the input and obtain the usual weighted averageof these figures, but do
not make any summations of variance or computations of probability. Another
system used by a government agency is labeled 'TERT" but makes no use of
three time estimates or statistics. Consequently, if one desiresthe probabilistic
approach he must be careful not to rely on thetitle “PERT” or thethree-estimate
input, but must determine exactly what probabilities are computed by the pro-
gramsin question. The most common probability computation is an approxima
tion to the probability of meeting a scheduled date, usudly the scheduled date
for the completion of the project.

Those who are interested in the CPM (deterministic) approach but who find
only PERT (probabilistic) programs available to them do not have a serious ob-
stacle. Almost any probabilistic program may be used as a deterministic one by
simply entering the single (expected) time estimate as each of thethreeestimates.

14. Interactive Processing. A trend in software isthe facility for the user to
interact with the program while processing is underway. Using keyboard data
entry, for example, the program may make error checks on each set of activity
data, and signal the user immediately when errors are found. After al the data
are entered, initial computations may be performed and displayed so that the
user can change the network in order to obtain a more acceptable schedule be-
fore printing out the reports. Frequent users of network methodsfind interac-
tive processing advantageous.

TRENDS IN SOFTWARE

In the first twenty years of critica path network technology the computer pro-
gramsfor network processing have undergone evolutionary change as well as pro-
liferation. The growth in the market for commercial software and the features
that have proven popular and unpopular provide a measure of the practical appli-
cations of network methods over the two decades. Trends for the future can
aso be discerned. (Materid for thissection is based on experience of theauthors
with several commercia programs, contacts with other users and software ven-
dors, and severd excellent surveys of software published between 1964 and
1980. (See References2-6.)

The earliest software often had severd inconvenient limitations. The pro-
grams were almost all designed solely for the arrow networking scheme. Many
required 7 << J node numbersfor each activity, provided only one output tabula-
tion, did not provide calendar dates, and were restricted to a single network with
only one starting and one ending node. In the early sixties resource allocation
algorithms were just being considered by graduate students and othersand were
not yet available in commercial programs.
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Figure 11-14 The ability of computer systemsto "draw" networks is displayed in this por-
tion of a precedence network plotted on paper by a PAC graphics printer. Courtesy Interna-
tional Systems, Inc.. King of Prussia, Pennsylvania.
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Figure 11-14 Continued.
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Figure 11-15 Example of precedence network displayed on video terminal by QWIKNET
software, part of PROJECT12 system. With hand-held cursor the user may point to activi-
ties and indicate paths between them; the system then draws the precedence lines and
prompts the user for lag relationships. Courtesy Project Software & Development, Inc.,
Cambridge. Massachusetts.

On the other hand, some of the earliest programs contained rather sophisti-
cated mathematical featuresthat have since almost disappeared from commercial
software. The statistical and probability features originally associated with
PERT have been the most notable casualties, due to the lack of user interest.
Most programs now operate with asingle time estimate per activity.

Similarly, users have not maintained interest in the powerful time-cost trade-
off procedure originated by Kelley and Walker in the first Critical Path Method
computer program. While managers still acknowledge the validity and impor-
tance of the time/cost optimization concept (particularly with the dramatic in-
flation in construction and other costsin the late seventies), they tend to deal
with the problem in other waysthat do not require detailed time-cost analysisof
each activity in a network. Another reason may be that resource alocation
problems may be more constraining. Why expend agreat effort to find an opti-
mal time-cost trade-off if the resultant scheduleisinfeasibledue to resourcelimi-
tations? Asyet, no software has been able to optimize resourcesas well as time-
cost trade-offs.

Other interesting trends in the programs, indicating user needs and applica
tionsaswell asadvancesin computer hardware and software, are categorized and
commented upon below.
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1. Network Scheme. The shift toward node or precedence diagramminghas
continued, judging from the software available.

2. Graphic Reports. Report formats have tended strongly toward such
graphic displays as bar charts, resource histograms, and even network plots.
These forms of output indicate emphasis upon extensive analysis of resource
alocation problems, more use of network methods throughout the course of
projects (using updating and progress reporting featuressuch as revised network
plots), and displaysfor clients or upper levelsof management (who are informed
and impressed more with graphs than with tables of data).

3. Resource Allocation.  Although absent from the earliest programs, vari-
ous kinds of resource alocation algorithms have now become common in the
commercialy available packages. These include time-constrained and resource-
constrained procedures as wel asa few optimizing routines. Popularity of these
procedures indicates the value of network methods in analyzing an important
practical problem in a wide range of project types—the utilization of limited
resources.

4. Hardware/Software Advances. While theearly programsrequired medium-
to large-scale computers, the power of those machines is now available in mini-
and microcomputers. Network software is now available for these very sd |
configurations. Some programs also operate on an interactive basis with the
user, through a keyboard or CRT terminal. Some programsare available through
computer time-sharing services.

5. Vendors. Through the sixties most of the network software packages
were available through the major computer manufacturers. The predominant
trend in the seventieswas toward the development of improved packagesfor sae
or lease by software firms, some of which specialized in network services and
software. Time-sharing services have also entered the business of critical path
processing, which appears to have developed into a significant segment of the
burgeoning computer software market in the U.S.

REPRESENTATIVE SOFTWARE

To illustrate the variety and sources of software available in 1981, a small but
representative list of programsis provided in Table 11-2. Thelist wascompiled
primarily from a comprehensive survey published by the Project Management
Institute, plus other sources. The listing for each program was verified by the
vendor. Thevendorsarelisted at the end of this chapter.

All of the programslisted are available to the public in some manner through
purchase, lease, or user charges. Not listed are any of the scores(or perhaps hun-
dreds) of proprietary programs used internally by corporations, consultants, or
universities.

The table does not attempt to list dl of the specia features offered, but is
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limited to a few of the more popular and significant features. All of the pro-
grams are presumed to incorporate the basic network scheduling calculations de-
scribed in Chapter 4 and earlier in this chapter, including earliest and | atest start
and finish timesfor each activity, and total float. For more detailson each pro-
gram, including price information, contact the vendor.

The reader is cautioned not to infer any evauations of quality or cost-
effectiveness among the software packages listed in Table 11-2. It is possible
that a program with comparatively few features may be among the most effi-
cient, reliable, and cost-effective in certain applications. The authors disclam
any comparative evaluations of the programslisted, nor do we suggest that these
are the best available at the time of this publication. For more up-to-date and
qualitative information of this kind, review current literature and contact the
Project Management Institute, P.O. Box 43, Drexel Hill, Pennsylvania19026.

SUMMARY

The question of when and how to use computer programsfor network computa-
tion has been covered in this chapter, along with examples of input procedures
and output reports. |t isstressed that the software packagesare readily available
to the public and that they are not difficult to learn to use, even for persons
totally unfamiliar with data processing. There are some significant differencesin
the features available in the programs, and the user should study these carefully
before making a choice.

There is also a wide variety of software packages available for purchase or
lease. The trendsin the development of this software revead the popularity of
network methods in practical applications. A representative list of software
commercially availableis provided.

SOFTWARE VENDOR ADDRESSES

Further details about features, prices, installation servicesand other information
about the software packagesin Table 11-2 should be addressed directly to the
appropriate vendor aslisted below. Thelist was prepared and verified in Janu-
ary, 1981. Addresses and contact names, of course, are subject to change after
that date. The authors do not assume responsibility for further information on
the packagesor on vendor addresses.

Program Name Vendor Contact Person
APECS ADP Network Services, Inc. Mr. Richard W. Rogers,
180 Jackson Plaza Manager, Project

Ann Arbor, M| 48106 Management Applications



PROGRAM NAME

Table 11-2. Representative Software

SOURCE LANGUAGE A\D
HARDAVARE REQUIRED

ARTEMIS

CPH

CPMIS

MCRO 10, FORTRAN
Available only through
ADP Network Services

Hewlett Packard 1000
mini with 20 Mbyte disc
drive

FORTRAN
50K, disk

COBOL
1BM 360/30 with 250K
core, 4 tapes. 22314's

AS  CoBOL
65K

NETWORK SCHEVE
A\D SIZE

Arrow or Precedence
64,000 activities

Arrow ar Precedence
32,000 activities

Arrow
30,000 activities

Node/Precedence
1,000 activities

Arrow
440 activities

B2 T Q-

X

X

X X X X X X

X X K X X X

X

X

X

X

Fully interactive. Integrated
cost/schedule analysis. Many graphic
output options.

"User-friendly' herdwarefsoftware system
with flexible printer or graphic
reporting.

Available on several timeshare services.

Network size a function of computer

memory. Unlimited number of projects
in a dataset. System is modifyable to
user needs.

Capacity is expandable. Summary bar
charting, other reporting features.

Interactive, menu-driven, many graphic
and report output options.  Resource and
cost plots.
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FORTRAN Arrow X X X X X X X X Available in 5 model sizes for small to
From mini's to large 200-10,000 activities large computers and work programs.
scale computers
COBOL, FORTRAN X X X X x X X Cost curve reports. Resource forecasti
Available through General Unlimited nuymber of resources per
Electric Mark Il1 System activity.
MSCS (Management COBOL, BPI A or Precedence X X X X X X X X | Resource constrained scheduling.  Target
Scheduling and Control 1BM 360/370 42,600 activities reporting, selection criteria. Graphics
System) 0S, MVT interface.
OPTIMA 1100 FORTRAN.  COBOL Arrow or Precedence X X ¥ X X x X X Data base available for user-defined
Assembler 11,000 activities for reports.
1100 £PU time processing x 4095
networks
FORTRAN and Assembler Arrow or Precedence X X X X X X X % | An integrated database management system
Medium to large scale Unlimited for schedule and cost control.
pC 11 ANS QOBOL Node or Arrow X X X X X x X X X | Skills scheduling by resource. Effec-
Any computer with QOBOL tiveness scheduling.
compiler and minimum Basically unimited In multi-project mode -
core, tape or disk activities develops critical path for each project
including total float for each project.
interactive facilities, and
Report Writer.
PCM (Project Cost QCBCL or FORTRAN Arrow or Precedence X X X X X X X Resource optimization. Full cost and
Model } Most small or large 10.000 activities cash flow analysis and forecasting.
machines




PMCS (Project
Management and Control
System)

PROJACS
PROJECT COMTROL/70

PROJECT/2

PROMINI {Project Controf
on Mini Computers)

SOURCE LANGUAGE AND
HARDWARE REQUIRED

Large Scale

Assembler

Any IBM 360/370, 303X,
43XX with supporting 05
type operating system

Assembler
IBM 360 05 256K

PL/1 and Assembler
IBM 360/370, 303X, 43XX

ANS  COBOL
250K disk, 150K core

Any 18M 0S/¥S, any UAMVAC
1106 under BEXEC 8, UNIVA
Series 90 under ¥MOS; any
Digital Eguipment VA%
under \WB

FORTRAN
64K words

NETWORK SCHEME
AD SIZE

COMMENTS

Arrow or Precedence
Unlimited

Arraw or Precedence
8 million activities

Arrow or Precedence
64000 activities

Arrow or Precedence
32,000 activities

Precedence
Unlimi ted

Arrow or Precedence
32000 activities

Arrow or Precedence
32,000 activities

Resource Leveling
Interactive Input and Reporting
Capabilities.

Extensive cost-performance analysis.

Resource plots; report command language.

Standard module (fragnet) 1ibrary
capability.

Report generator.

English language commands, regort writer.
resource plots, cost curves, bar chart
plots, create networks on graphic
terminal - QWIKNET.

Interactive Input, report writer.
resource plots.







Program Name
ARTEMIS

KRONOS

MISTER

MPM (Multi-Project
Management)

MSCS (Management
Schedulingand
Control System)

OPTIMA 1100

OSCAR

PAC I

PCM (Project Cost

Model)

PMCS (Project Management
and Control System)

Vendor

Metier Management Systems,
Inc.

10175 Harwin Drive, #100

Houston, TX 77036

Glenn L. White Company
10560 Main Street, #406
Fairfax, VA 22030

American Software, Inc.
343 East PacesFerry Road
Atlanta, GA 30305

Sheppard Software Company
1523 Coronach Avenue
Sunnyvale, CA 94087

Shirley Software Systems
1936 Huntington Drive
South Pasadena, CA 91030

Florida Power Corporation
P.O. Box 14042
St. Petersburg, FL 33733

McDonnell Douglas
Automation Company

P.O. Box 516

St. Louis, MO63166

Sperry Univac
PO. Box 500
Blue Bell, PA 19424

On-LieSystems, Inc.
115 EvergreenHeights Drive
Pittsburgh, PA 15229

International Systems, Inc.
890 Valley Forge Plaza
King of Prussia, PA 19406

Project Software Ltd.
23 College Hill
London EC4R 2RT, England

Honeywell |nformation
Systems, Inc.

Large Information Systems
Div.

P.O. Box 6000

Phoeni x, AZ 85005
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Contact Person
Mr. S. WayneWyatt

Mr. Glenn L White

Dr. ThomasL. Newberry

Mr. Leland C. Sheppard

Mr. Walter W. Shirley

E. L. Schons

Mr. Oscar H. Stepanek

1. D. Heitner

E. R. Artus

Mr. Joseph S. Herbets

Mr. Martin Barnes

Mr. G. E. Hanson
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Program Name Vendor Contact Person
PMS IV Scientific Marketing Mr. Peter V. Norden
IBM Corporation
1133 Westchester Avenue
White Plains, NY 10604
PROJACS ScientificMarketing Mr. Peter V. Norden
IBM Corporation
1133 Westchester Avenue
WhitePlains, NY 10604
Project Softwareand Mr. Ray Haarstick,
Deveopment, Inc. M ce President, Sdes
14 Story Street
Cambridge, MA 02138
AtlanticSoftware, Inc. Mr. Ted Stein, Maneger
320 Wanut Street Network Sdles

Philadel phi, PA 19106

PROMINI (Project Control ~ K&H Computer Sysems, Inc. Mi. Sam Phelan
on Mini-Computers) 48 Woodport Road
PO. Bax 4
Sparta, NJ07871

PROSE Congtruction Industry U. Korngeld or
Computer ConsultantsLtd. R. F. Gurr
(CINCOM)
620 Dorchester Bivd. West
Montreal, Quebec
CanadaH3B-1N8

Hollander Associates Mr. G. L. Hollander
PO. Box 2276
Fullerton, CA 92633
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EXERCISES

1. Using the network of the survey project in Figure 11-3, update the project
schedule with the following progress asof the end of day 8:

Actual Actual
Activity Start Date Finish Date Change
1-2 1 3
2-4 3 Change time estimate to 8 days.
2-3 5 No changein time estimate.
4-6 Change time estimate to 8 days.

Assume that the project's scheduled completion day is day 37. Manually
prepare an output report similar to theonein Figure 11-8 and answer the fol-
lowing questions:

a. Isthe project on schedule?

b. What isthe critical path?

c. List the features of a computer program that would be necessary to
make the same updating calculations and produce the same report you
just did by hand.

Using the network in Figure 11-3, assume that the same questionnaire isto be
used in another survey project. The deadline for having the printed question-
naire on hand to conduct the other survey isday 15. Thus, day 15 isa sched-
uled completion date for activity 4-6. With this added constraint, manually
compute the initial schedule for the project, producing a report similar to
Figure 11-5. What features of a computer program would be needed to make
the same calculations? Are these features availablein all CPM software?

3. Redraw the network in Figure 11-3 using the activity-on-node scheme. Com-
pute the initial schedule manually. What differences are there in the results
shown in Figure 11-537 If you used a computer program, how would thein-
put format differ from the one shown in Figure 11-4%

4. Repeat Exercise 1 using a CPM software package available to you. Discuss
any differencesin the output results.

5. Consider a research and development project for a new plastics product in-
volving over 2000 activities, a budget of $1 to $1.3 million, and an estimated
time frame of 20-26 months. Management wishesto use network analysisto
plan and monitor progress on the project. An updated network schedule is
desired the first of every month, including graphic presentations of (a) the
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critical path activities and their schedule status, (b) summaries of coststo
date compared with budget, and (c) listings of activities under the responsibil-
ity of each internal department and each outside vendor and contractor. |If
you are to prepare the project network and present the desired monthly re-
ports: Would you want to use a computer program or make the analyses
manually? If you decide to shop for computer software, what features would
you seek? Would any of the programs listed in Table 11-2 not meet your
needs?

6. Suppose that a particular software package offers the features of multiple ini-
tial and terminal events and the option of assigningdifferent scheduled dates
to theinitial and terminal events. The software literature does not mention a
"'multi-network' feature. Could the package be used to process multiple net-
works that are interrelated? If so, construct an example of three projects
that are interrelated but have different scheduled completion dates. Explain
how the package could be used to properly compute the schedules of each
project and al theactivities involved.

7. Consider Case 3 on page 339. Suppose the contractor wanted to use a net-
work for schedule updating and control throughout the project. What would
be some of hisoptionsfor manual or computer processing?

8. Redraw the network in Figure 11-3 using precedence diagram logic including
the following special interdependencies:

Predecessor Successor
Activity Activity Relationship
4-5 Start-Start {Lag 5)
Finish-Finish (Lag 2}
7-8 Start-Start {Lag 51

Finish-Finish {Lag 3)

Compute the initial schedule manually. What differences are therein the re-
sults shown in Figure 11-57 Comment on the relative advantages of using a
computer to process this network compared to problem 3.



SOLUTIONS TO EXERCISES

Chapter 2

1. N Schedule inspector

Inspect machine Pt

5. These are resource dependencies, indicating that there is only one crew of
carpenters for the forming work. The dashed arrows from events 32, 37, and
42 aso show that some subsequent activities are dependent on the use of
forms that are removed in activities 31-32, 36-37, and 41-42. (The subse-

guent activities are not shown.) In this case the resource is the reusable
forms.
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Chapter 3



5.

Solutionsto Exercises 375

To the extent practical, plan activitiesin paralel rather thanin series. (Often
this means providing additional resources to avoid resource dependencies.)
Anticipate long lead-times, such as fabrication of customized equipment, and
plan for them to begin asearly in the project as practical.

Inflation of time estimates tends to force those activities to become critical,
thus increasing management attention and pressure.

The superintendent for a high-rise building project may want enough detail to
work out the most efficient sequence for a floor, because the time saved
would be accumulated over al floors. The president of alarge firm is not
likely to want much detail, but rather just the schedules for afew key events.
A programming subcontractor would be especially interested in the true de-
pendency relationships between programming activities and all other activi-
tiesin the project.

Chapter 4
1. a No.
b. 2.
c. Aslateaspossible, ie., 6-7. )
3. a Critical Path 210-106-109 Slack =-2
b. No effect for a time of 16; however, a scheduled time of 12 for event
106 would make L,p¢ = 12, and thus the path 210-106 would have a
new slack value of - 4.
5. c. Latest alowable start time for the deactivation of thelinesis 205 hours.
d. Activities on the critical path are A-B-F-G-M-D-0.
7. a. Project isone day behind schedule. Path 3-4-5-8 hasaslack of -1.
9. a.and b.
0 2 2 6 6 7
{0-1} 11-2) .| (2-5
2 - 4 1
5 7 7 11 1 12
0 of [o 2 2 7 7 11
Dummy {0-3) - (3-4) 14-5} >
0 2 5 4
0 0 \ 0 2 h\ 3 8 8 12
0 1 2 10 10 15
{0-5) (3-7) {7-8)
1 8 5
6 7 2 10 Ao 15 Key:
1 4 i
(Activity no.)
(6-7) duration
3
7 10
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11. a.,b.

No Splitting Allowed Splitting Allowed Computation

Values of
Activity ES EF LS LF F ES EF LS LF F «orp
A 0 10 0 10 0 O 10010 O .

8 3 1 @ 5 3 11 8 @) 5 “B=8-4=4
C 0 20 27 7 0 20727 7 _

D @ s 13 5 @ 8 7 13 5 a=6-1=5
E 10 2 10 22 0 10 22 10 2 O _

F @ 2r 13 27 0 ({2 27 13 27 0O a=14-5=9
G @ @ 25 27 ® (5 @) 25 27 GO _

Differencesin times noted by circled values.

c. Critical paths are the samein both cases, i.e.

A-10(NC); FSO; E-12 (NC); FF5; F-14 (FC)

d. The allowance of splitting is not significant in thisexample. Thecritical

path is unchanged.

1. Cumulative costs per period with the revised activity starts asindicated are as

Chapter 5
follows:
Cumulative
Period Cost
1 $ 500
2 1000
3 2500
4 4700
5 6900
6 10600
7 13800
8 17000

3. Overdll to date, the results are asfollows:

Period

9
10
11
12
13
14
15

Cumulative

cost

$19800
21000
21800
24000
26100
28200
28900

Heater House: Behind Schedule and Over Budgeted Cost
Tanks: Behind Schedule and Over Budgeted Cost

Site Work:

Behind Schedule and Over Budgeted Cost



Solutionsto Exercises 377

For most recent reporting period there are some bright spots:

Heater House: Behind Schedule and Over Cost
Tanks: Behind Schedule but Under Cost
Site Work: Ahead of Schedule and Under Cost

Based on total performance to date, the project will experience a cost over-
run of $22,700 unless some remedial actions are taken (assuming this is
possible).

Chapter 7

1. ¢. Theinternal tangent approach appears appropriate for Resource A because
of the shape of the curve (relatively sharp increase in requirements be-
tween periods 3 and 13).

99- 15

Lower bound estimate = - 8.4 units/period

The relatively gradual increase in requirements of Resource B over the
entire project duration makes the internal tangent approach inappropriate.

98
Average resource requirement = T 5.4 units/period

d Geel
P 8.4
Criticality index, resource A = 30 =1.05
P 5.4
Criticality index, resource B = % =0.68
Gse 2
P 8.4
Criticality index, resource A = % =1.20
P 5.4
Criticality index, resourceB = =— =0.77

e. Expected minimum project duration: determined by Resource A, i.e.,
142
Resource A: ? =17.75 = 18 days

3. The final schedule obtained using the SIO rule to establish the OSSis shown
below.
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Jll,:llllJIIIIlIJII.Il,
0 3 5 89 13 15 19 21 24
Time

5. The final schedule isshown below.

Tn

H ]

I 1 Y Y O
3 5 8 1112 1618 21 24

Time

This sequence was obtained using the CRD rule to set the OSS and adding
both resources together. If only resource A isused (the critical resource), the
same solution isobtained.

Chapter 8
1. Project Indirect Total
Duration Direct Costs Costs Costs Network Changes
12 610 1510 -
11 610 +40 =650 1470 DL 4
10 650+40 =690 1430 D3
9 690+B0 =770 1470 A+2,D14,G¢3
8 770 +100 =870 1530 Fi16Gi2
7 870 + 130 = 1000 1620 Bi15DI3,Fi5
3. Activity i-j.

Minimize (C, - C4) 8, - SJ”;]'
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C = o
Activity
direct
cons
B ¥ slope=s
| | .
1 ! ==Y —
Vi
d, d; d5

Activity Duration

Minimize (¢, - €3) 5, - sy};
Subject to: d; +J-’:‘;+(d1 -d3) (6, - 1)+ T;- Tl§0
8, = non-negativeinteger
-835(8,-1)
(dy - dy) 83 Sy

Activity
direct
costs

= Vi

Activity duration

379
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Minimize (C, - C3) 82 = 517} ~ 8275

Subject to: dy +pj+(dy = d3) (85 - 1) +y+Ty- ;50

6, =non-negativeinteger

Activity
direct
costs

Slope=35;

L 1 1

d, dy dy dy

Activity duration

Chapter 9
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Solutionsto Exercises 381

The activities that have two or more predecessor activities are 108, 113,
117, 119, 121, 125, 126, 127, 128, 129, 132, and 133. The predecessor
events of these activities are the ones where a merge event bias may occur.
Of these 12 cases, only activities 121, 125 and 126 will present merge
event bias problems. For the others, the expected means of the merging
paths are quite far apart, or else there is a great deal of correlation in the
two paths, so that the bias will again be negligible, e.g., activity 132 and
129.

It should also be noted that the merge event biases will occur on slack
paths, and hence will not affect the critical path, and hence the conven-
tional PERT analysis should be a good approximation in this example.
The critical path is made up of activities 102, 105, 108, 112, 115, 118,
120, 123, 124, 128, 131, 132 and 133. The sum of the estimated mean
times for this path is 382. The variance of this path can be approximated
by considering only activities 105 and 118. The sum of their variancesis
1221.3 and the approximate standard deviation is 35.

c. P{r=<400) = P{Z<(400- 382)/35}=0.70.

Chapter 10

1. Some of the alternative networking systems (or alternative computer pack-
ages) to consider include: 1. CPM, 2. PERT, 3. Precedence Diagramming,
4. Node Diagramming, 5. GERT, and 6. Bar Charts. Index these alternatives

by

(i),s0i=1, 2,..., 6,in thisillustration.

Some of the criteria to consider in choosing a networking system include:
1, Ease of drawing the initial network. 2. Ease of obtaining theinitial data,

, 9. Ease of updating effectively. Index these criteriaby j=1,2,...,09.

Now assign weights, w;, to each criteria toreflect their relative importance.

Finally, for each network system (i), assign arelative score, 5, to reflect how
it achieves the jth criteria. The final score for each networking system isthen
computed from

9
Score for System () = 8; = Z w; sy
i=1

Solution unacceptable, redefine problem

- L i .
Project \ Problem I Research Evaluate \lprmmype implementation

| : start

Source

Redefine problem
Project washout Q"/



382 I / Advanced Topics

Chapter 11
1 Market Survey Project Effective Date: 8
Est. Act.
| J Our. Our. Description ES LS EF LF F

Fan Started Finished 3
Desgn Started 11 9 -2
Hire Started 10 10 0
Tran 11 18 17 -1
Dummy 11 11 10 -1
Sdlect 11 15 17 2
Print 11 19 17 -2
Dummy 19 19 17 -2
Conduct 19 34 32 -2
Analyze 34 39 37 -2

a. No. Itistwo days behind schedule.
b. 2-4-6-5-7-8
c. |. Updating feature for actual start and finish dates.
2. Activity revision feature.
3. Useof actual start and finish times for schedule computations

The computed schedule is the same. Theinput format would have one iden-
tifying number for each activity, rather than a pair of numbers (I and I). The
input would also list the dependent activities for each activity.

5. Use of a computer would be recommended because of the size of the net-
work, the number of updating calculations projected, and the various output
sorts desired. Software features needed would include: updating, cost sum-



Solutions to Exercises 383

marization, graphic output, calendar dating, and sorting by responsibility
code. Yes, several of thelisted programs would beinsufficient.

. The contractor could use manual processing during the detailed planning
phase of the project, in order to develop the most efficient sequence of activ-
ities for constructing each floor. He could then resort to a simpler network
for monitoring the actual construction progress.
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